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Abstract

In the course of our motion through the Galaxy, the solar system has en-

countered many interstellar environments of varying characteristics. Interstellar

medium (ISM) density variations spanning six orders of magnitude are commonly

seen throughout the general Galactic environment, and a sufficiently dense cloud

within this range has the potential to compress the heliosphere to within one

Astronomical Unit (AU). We present a reconstruction of the density profile for

the clouds we have most recently passed through based on high-resolution optical

spectra towards nearby stars. The data were obtained with the Harlan J. Smith

2.7-meter telescope coudé spectrographs at McDonald Observatory and the Ul-

tra High Resolution Facility on the 3.9 meter Anglo-Australian Telescope at the

Anglo-American Observatory. Observations were made of interstellar NaI and

CaII doublet absorption towards 49 bright stars along the historical path of so-

lar motion in our orbit around the center of the Galaxy. Spectra were taken of

stars out to a distance of 480 parsecs, with a median separation distance of 5

parsecs between adjacent stars. No absorption is seen out to a distance of 120

pc (consistent with the Local Bubble), but a complex collection of absorbers (up

to 10 components) is seen in stars between 130 and 480 pc. A possible link be-

tween our local interstellar environment, cosmic rays, and our planetary climate

has long been a subject of interest to members of the astronomical community.

Compression of the heliosphere (one of our three cosmic ray shields together with

the Earth’s magnetosphere and atmosphere) due to the Sun’s passage through a

dense interstellar cloud could have drastic effects on Earths climate: global cool-



ing from atmospheric dust deposition, weather patterns from cloud nucleation due

to an increased cosmic ray flux, and evolution from higher mutation rates for life

forms. A timescale of interaction with each ISM component in this path can be

constructed and ultimately compared with geologic records.
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Chapter 1

Introduction

Throughout the last 100 years, researchers have speculated on possible con-

nections between our interstellar environment and Earth’s climate. As far back as

the 1920’s, Harlow Shapley was suggesting the idea of “Cosmic Seasons” (Shapley

1921), the possibility that periodic mass extinctions and drastic climate changes

on Earth could be attributed to the Sun’s passage through different galactic en-

vironments in its orbit around the center of our galaxy. Fred Hoyle considered

the possible effect of ISM clouds on climatic variations by postulating that ISM

material falling onto the solar surface can change the amount of radiation emitted

(Hoyle & Lyttleton 1939).

Such a connection is still of great scientific interest to this day (Bzowski et al.

1996; Shaviv 2003; Gies & Helsel 2005; Frisch & Mueller 2010). One likely effect

that a dense interstellar medium cloud could have on Earth’s atmosphere is the

fluctuation of cosmic ray modulation through the heliosphere which is the “pro-

tective bubble” that surrounds the solar system and keeps the cosmic ray flux at

Earth relatively low. Such a fluctuation would manifest itself in Earth’s geologic

record as cosmic ray interactions in the Earth’s upper atmosphere create specific

isotopes that fall to the surface of the planet to be locked up in ice cores for

scientists to later extract and examine. Some unknown features in these geologic

records could be due to a passage through a dense interstellar medium cloud.
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Table 1.1. Components of the Interstellar Medium

Component CNM WNM HIM

Fractional Volume 1− 5% 10− 50% 30− 70%
Temperature(K) 10− 100 6, 000− 10, 000 106 − 107

Density (cm−3) 102 − 106 0.2− 0.5 10−4 − 10−2

Scale Height (pc) ∼70 300− 1000 1000− 3000

1.1 The Interstellar Medium

The interstellar medium (ISM) refers to the gas and dust between stars in

a galaxy and it is, by terrestrial standards, comprised of extremely low density

material (air particle number density at sea level: 1019 cm−3). The current model

of the ISM in the Milky Way is that all the gas and dust resides in one of three

phases: the cold neutral medium (CNM), the warm (partially) ionized medium

(WNM/WIM), and the hot ionized medium (HIM). General properties of the

three phase model are given in Table 1.1.

Until the late 1970’s it was thought that the stable pressure equilibrium state

of the galaxy consisted only of two phases: the warm, partially ionized medium,

and the cold neutral medium (McKee & Ostriker 1977). The third component,

the hot, ionized medium resides in the corona of the galaxy and was only observed

recently due to its high degree of ionization (McCray 1987). The warm medium is

found nearer to the disk (Heiles & Troland 2003), while the cold neutral medium

is found at the lowest scale heights (Dame et al. 1987). Within these pockets of

cold, neutral medium are molecular clouds, the birthplace of stars. As we will

see, these molecular clouds are dense enough to pose potential hazards to life on

Earth should the solar system slip through one in its passage around the center
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Figure 1.1: The solar system’s neighborhood is depicted here on a logarithmic distance
scale extending from less than 1 AU to over 10 million AU. The Sun and its planets
reside entirely within the protective bubble of the heliosphere, current estimates to the
edge place it in the region of the Kuiper Belt at around 100 AU. Also shown are the edge
of the LIC and its associated velocity vector, and the G Cloud with its velocity vector.
Our nearest stellar neighbor, α Cen, is seen at a distance of 105 AU, also shown are
the three components of its astropshere, analogous to our heliosphere. With increasing
distance we begin to encompass more and more of the local stellar population until we
reach the edge of the Local Bubble at 107 AU.

of the Galaxy.

1.1.1 Our Local Interstellar Environment

Figure 1.1 is a schematic from Redfield (2009), adapted from a similar figure

by Liewer et al. (2000). The figure is a logarithmic distance scale of our local

galactic environment from the very nearby out to 107 AU. Shown are the 8 planets

of the solar system as well as the Asteroid Belt, Kuiper Belt and the distant Oort

Cloud. Current estimates of the location of the heliosphere boundary place it

around 100 AU from the Sun, within the region of the Kuiper Belt. Also shown
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Figure 1.2: A model of the LIC as determined by Redfield & Linsky (2000). The Sun
is located at (0,0) and its velocity is indicated with the yellow arrow. The edge of the
LIC is shown in purple with well-constrained boundaries denoted by solid lines while
the dotted lines indicate where the model is poorly constrained.

at a distance of 104 AU is a boundary referred to as the LIC, which stands for

Local Interstellar Cloud. Currently the solar system is moving through a large

(radius ∼ 100 pc), high temperature (T ∼ 106 K), low density (n(HI) ∼ 5 cm−3)

cavity known as the Local Bubble (Redfield 2006). Found throughout this low

density cavity, are smaller-scale, slightly higher-density cloudlets referred to as the

“local fluff” (Frisch 1995). These cloudlets are usually about 1 to 10 parsecs across

and possess particle number densities of n(HI) ∼ 0.1 cm−3, (Redfield & Linsky

2000) and temperatures of T ∼ 7000K, significantly lower than the temperatures

of the hot Local Bubble material (Redfield & Linsky 2004).

Figure 1.2 is a three-dimensional model of the LIC determined by Redfield &
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Figure 1.3: The Local Bubble. The hot, rarefied gas found throughout the Local
Bubble is mapped in white, and cool, dense gas in black. Contours identify regions of
increasing density. Based on a similar figure from Lallement et al. (2003).

Linsky (2000). The Sun is located at (0,0) in the image and is very near to the

edge of the LIC. Given their relative velocities (shown by the purple and yellow

vectors), the Sun will soon be moving out of the LIC and into hot Local Bubble

material in a few thousand years. In fact, some of the furthest Oort Cloud objects

might have already crossed this boundary.

Beyond the LIC boundary in Figure 1.1, we see a similar boundary for the

Galactic Cloud or G Cloud. The G Cloud is a nearby member of the “local fluff”

possessing slightly lower temperatures and higher number densities (Redfield &

Linsky 2008). After the Sun exits the LIC, it will spend some time in hot Local

Bubble material before it moves into the G Cloud. Moving to greater distances in

Figure 1.1, at over 105 AU we encounter our nearest stellar neighbor, α Centauri,

with its three components of its astrosphere, a feature that is analogous to our
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heliosphere. At increasing distances, our volume begins to enclose more and more

of the nearby stellar population until we reach the edge of the Local Bubble at

around 107 AU away.

Figure 1.3 is a map of the Local Bubble in the galactic plane as seen from the

north galactic pole, based on a figure from Lallement et al. (2003). The Local

Bubble extends roughly 100 parsec from the Sun and was likely carved out by

multiple supernova that occurred in within the past 2 to 4 million years. The

edge of the Local Bubble is defined by the first detection of cold, high density

neutral medium.

1.2 The Heliosphere

In the simplest terms, the heliosphere can be thought of as a bubble being

“blown” into the interstellar medium surrounding the Sun, propelled by the solar

wind. The solar wind is made up of the constant stream of charged particles

emanating from the Sun.

The heliosphere boundary is the location where the momentum of the inward

moving ISM flow vector is balanced by the momentum of the outward moving

solar wind. The position of this boundary is dictated by the pressure balance of

these two flows and is by nature dynamic. Its radial extent is highly dependent

on the strength of the solar wind as well as the density and relative velocity of

the interstellar medium the solar system happens to be moving through. This

boundary can shrink or expand in two ways, through changes in the strength of

the solar wind or through variation of the density and velocity of the material

surrounding our solar system.
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1.2.1 Heliospheric Structure

The heliospheric boundary is comprised of three components: The bow shock,

the heliopause, and the termination shock. An interstellar medium cloud encoun-

ters an obstacle (the heliosphere) and suffers a drastic reduction in speed to below

the speed of sound. This causes a shock to form referred to as the bow shock.

Moving outward from the Sun to meet the ISM, the solar wind is also moving at

supersonic speeds inside the heliosphere, and also experiences a similar shock at

the termination shock. The boundary where the subsonic ISM and heliospheric

plasmas meet and flow downstream together is called the heliopause (see Fig-

ure 1.4). The stagnation axis is the line drawn from the Sun to the nose of the

heliosphere, along this axis the heliosphere will be symmetric.

The region between the heliopause and the termination shock is called the

inner heliosheath, and found throughout this volume are the Sun’s interplanetary

magnetic field lines. These lines propagate outward from the Sun and extend

toward the tail-end of the heliosphere in the downwind direction. This magnetic

field is the mechanism that diverts low-energy cosmic rays and keep the galactic

cosmic ray (GCR) flux at Earth at low values.

Figure 1.5 is model of the heliosphere from Zank & Müller (2003). The top

panel is a plot of the temperature distribution of the heliosphere where they have

modeled both shocks and the heliopause as well as the ISM and solar wind flow

vectors. The bottom panel is the number density distribution of neutral hydro-

gen. An important structure to make note of here is the region of high neutral

hydrogen density directly downwind of the bow shock. This feature is known as

the hydrogen wall and is the result of solar wind ions and ISM neutral particles

undergoing charge exchange just outside the heliopause. These interactions serve



1. Introduction 8

Figure 1.4: A schematic of the components of the heliosphere. The heliosphere
is created by the supersonic solar wind meeting and diverting the interstellar plasma
flow around the Sun. Depending on the relative velocity of the ISM, it is shocked to
subsonic speeds at the bow shock, and the super sonic solar wind also makes a transition
to subsonic speeds at the termination shock. The two plasmas meet at the heliopause
boundary and turn downwind together toward the heliotail. Found throughout this
volume are the interplanetary magnetic field lines generated by the Sun, which divert
interstellar ions and low-energy cosmic rays. Image from U. S. Space Studies Board &
Committee On Solar Space Physics (2004).
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where cosmic rays, for example, may contribute to the total
pressure, a > 2. In the solar wind, a = 2 always.
[13] In the simulations discussed below the long-term

variation in solar wind ram pressure is introduced at the
inner boundary (1 AU) by varying the flow speed sinusoi-
dally about 483 km/s with an amplitude of 83 km/s (giving
a minimum speed of 400 km/s and a maximum of 566 km/s)
and a period of 11 years. This yielded a ram pressure which
varied by a factor of 2. We considered varying the density
too but found that the differences that resulted from varying
either the solar wind speed or density were not especially
significant. Accordingly, in the figures that follow, we plot
only results for which the solar wind velocity u was varied.
This is consistent with the simulations of Story and Zank
[1995, 1997]. They found that the nature of the disturbance
upstream of the termination shock played little role in
determining the subsequent transmission of disturbances
downstream, the primary driver being the additional ram
pressure of the upstream disturbance. It made little differ-
ence whether the upstream disturbance was dominated by
the solar wind velocity or density.
[14] Besides the solar cycle varying solar wind, we also

present a simulation of the propagation of a global distur-
bance emanating from the Sun. In this case we increase the
solar wind velocity smoothly over six days to 1400 km/s at
the inner boundary after which the inner boundary resumes
its steady-state values. Equations (1)–(6) are solved again
and the evolution of the shock through the heliosphere and
its interaction with the heliospheric boundaries is followed.
As before, we consider both the two-shock and one-shock
models.

3. Time-Dependent Ram Pressure
3.1. Two-Shock Model

[15] We consider first a two-shock model for which the
incident interstellar plasma flows supersonically onto the
heliospheric obstacle. For this case we adopt a = 2.
The simulation parameters for the steady-state background
state are given in Table 1. As described, once the steady-
state solution is computed, the inner boundary velocity at
1 AU is allowed to vary cyclically. A color plot of the
steady-state two-shock heliosphere is given in Figure 1. The
top figure is a 2-D plot of the plasma temperature showing
the boundaries (labeled): the termination shock, the helio-
pause, and the bow shock. The extent of the heliosphere in
the nose direction (the ‘‘stagnation axis’’) is !80 AU to the
termination shock, !110 AU to the heliopause, and !230
AU to the bow shock. The solid lines depict the streamlines
of both the interstellar plasma and the solar wind plasma. It
should be noted that since we use a one-fluid description for
the plasma, i.e., we do not model interstellar pickup ions
and solar wind plasma separately, the temperature in the
outer region of the supersonic solar wind appears hotter in

the figure than would be the case if the thermal solar wind
plasma were considered separately.
[16] Shortly after the initiation of the time-varying solar

wind velocity boundary condition at 1 AU, the heliosphere
begins to exhibit an arrhythmic ‘‘breathing’’ as the termi-
nation shock begins to move in and out in response to the
varying solar wind ram pressure. The arrhythmic motion of
the termination shock is a consequence of two factors. As
illustrated in Figure 1, the steady state heliosphere is itself
asymmetric, with the distance to the termination shock in
the nose direction less than in the tail direction. Thus the
response to variations in the solar wind ram pressure at 1
AU are communicated sooner to the upwind (relative to the
incident LISM flow) termination shock than to the down-
wind termination shock. Second, the local outward and
inward motion of the TS is asymmetric [Steinolfson,
1994; Story and Zank, 1995; Karmesin et al., 1995; Wang
and Belcher, 1998]. We note that since interstellar neutrals
reduce the asymmetry in the global structure compared with
models that do not include neutral H [Steinolfson, 1994;
Karmesin et al., 1995], the ‘‘breathing’’ of the heliosphere is
less arrhythmic than in the corresponding plasma-only case.
Also, the movement of the termination shock in the self-

Figure 1. The two-dimensional (2-D) steady-state, two-
shock heliosphere showing (top) the temperature distribu-
tion in color of the solar wind and interstellar plasma and
(bottom) the density distribution of neutral hydrogen. The
plasma boundaries, termination shock, heliopause, and bow
shock are labeled, and the wall of neutral hydrogen is also
identified. The solid lines of the top plot show the
streamlines of the plasma. The plasma temperature is
plotted logarithmically and the neutral density linearly. The
distances along the x and y axes are measured in
astronomical units (AU).

Table 1. Simulation Parameters Used to Determine the Initial
Two-Shock Steady State Heliosphere

LISM H+ LISM H Solar Wind, 1 AU

n, cm"3 0.1 0.14 5
u, km/s "26 "26 400
T, K 8000 8000 105

SSH 7 - 4 ZANK AND MÜLLER: THE DYNAMICAL HELIOSPHERE

Figure 1.5: A model of the heliosphere from Zank & Müller (2003). The top panel is
a plot of temperature and displays the ISM and solar wind flow vectors. The bottom
panel is a plot of number density of neutral hydrogen. Both the termination and bow
shocks (where the solar wind and ISM respectively are shocked to sub-sonic speeds) are
visible, as well as the heliopause, where the two slower-moving plasmas meet and move
downwind together. Readily seen in the bottom panel is the hydrogen wall feature just
downwind of the bow shock.

to divert and remove momentum from the freshly-made neutral hydrogen which

then accumulates within the bow shock.

1.3 Heliospheric Variability

There are a variety of factors that could shift the momentum balance between

the solar wind and interstellar medium wind over time, driving overall expansion

or contraction of the heliosphere. These factors can either be characterized as

internal (changes in the strength of the solar wind due to physical solar processes),
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or external (changes in the density of the surrounding ISM or a passing supernova

shockwave). Solar variability can cause small, short-lived, fluctuations, changes

in the parameters of the circumheliospheric ISM (CISM) can cause strong, long-

lasting modulation effects.

1.3.1 Solar Variability

Changes on the solar surface or in the strength of the solar wind drive helio-

spheric expansion or compression on short timescales. The solar sunspot cycle

is the well-documented 11 year variation in the number of sunspots on the solar

surface. At the end of this period, the magnetic polarity of the Sun reverses and

the cycle begins anew. This 11 year period also sees a variation in the strength of

the solar wind, an increase in strength will gently push the heliosphere outwards.

Coronal mass ejections and solar flares can cause the heliosphere to expand on

even shorter timescales. In fact, it has been known for some time that solar

flare activity modulates the cosmic ray flux (Gosling 1964; Markson 1981), and

the physical extent of the heliosphere has been measured by spacecraft. In 2003,

it was thought that one of the Voyager spacecrafts had crossed the termination

shock when its instruments experienced a dramatic increase in charged particle

encounters. A few months later, the frequency of charged particle encounters

dropped back to levels the spacecraft had experienced throughout its time in the

solar system, suggesting that the termination shock had increased in extent and

possibly passed over the spacecraft (Decker et al. 2005). After a few additional

months, the charged particle encounters increased again. Scientists now believe

that the spacecraft is outside the terminator shock for good and might cross the

heliopause and enter interstellar space in 2012 (Webber & Intriligator 2011).
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1.3.2 Interstellar Variability

The heliosphere can be thought of as a weather balloon released at sea-level and

slowly climbing to higher altitudes; the physical size of the balloon will increase

as it encounters lower density air in the upper atmosphere. This is similar to how

the heliosphere is thought to behave as it moves in and out of ISM environments

of varying densities; the physical size of the heliosphere will be greatest in low-

density ISM and smallest in high density ISM. The extent of the heliosphere can

also be influenced by the speed of the passing cloud. As modeled by Müller et al.

(2006), a warm partially ionized, low-density cloud with a high relative cloud-Sun

velocity has the potential to compress the heliosphere nearly as much as a slow-

moving, cool, high density cloud. The time scales for these types of heliospheric

changes will be on the order of thousands of years depending on the size and

velocity of the cloud.

The ISM that immediately surrounds the Sun, the LIC, is a warm, low-density,

partially ionized cloud. Neutral interstellar particles make it past the magnetic

field lines of the heliosphere and move through the solar system with a Sun-ISM

velocity of 26 km s−1 (Zank & Frisch 1999). While the number density of ISM

material inside the heliosphere rises with increasing distance from the Sun, the

solar wind prevents most of this material from reaching Earth’s orbit. At the

distance of Jupiter’s orbit, the number densities of ISM and solar wind particles

are approximately equal.

Zank & Frisch (1999) have created detailed models investigating the response

of the heliosphere as it moves into a dense ISM cloud. Initially they start off

the simulation with the density of material around the solar system similar to

what it is now. Keeping all other parameters constant, they increase the number
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density of ISM neutrals to 10 cm−3, a 50-fold increase from the contemporary

value of 0.2 cm−3 (Zank & Frisch 1999). This number density is chosen to mimic

the encounter of the heliosphere with a dense ISM cloud, similar to one outside

the Local Bubble. This increase has a few effects on the heliosphere and the

environment inside. First, the number of neutral ISM particles penetrating all

the way to 1 AU is no longer zero, but has increased to 2 cm−3. While this might

not seem so impressive, the normal particle number density at 1 AU due to the

solar wind is roughly 7 cm−3, so this is an appreciable fraction of the normal

number density in the immediate vicinity of Earth. Secondly, the size of the

heliosphere is drastically reduced in extent from 80–100 AU to 10–14 AU. This

will have some effect on the GCR modulation within the heliosphere.

1.4 Cosmic Rays and the Heliosphere

The magnetic field that permeates the heliosphere provides complex life-forms

on Earth with a necessary shield from cosmic-rays. Galactic cosmic-rays (GCRs)

are highly energetic charged particles that zip through the galaxy at considerable

fractions of the speed of light. GCRs are thought to be produced in supernova,

but even the high power of these events is unable to accelerate some of the high

energy GCRs. It’s possible that the particles spend some time moving between

the expanding magnetic field lines of these supernova, gaining energy each time

until they obtain enough kinetic energy to break free. The ambient magnetic fields

found throughout the galaxy serve to diffuse and scatter these particles from their

original direction, thus it becomes very difficult to trace a GCR’s trajectory back

to its origin.

The inner component of the heliosphere contains the strong solar magnetic
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field that is capable of diverting most of these harmful particles away from Earth,

since charged particles are diverted by magnetic fields. However, removal of this

shield through a reduction of the size of the heliosphere could result in an increase

in the GCR flux at the distance of Earth’s orbit from the Sun. Aside from the

heliosphere, Earth also has two other means of cosmic-ray screening: the sheer

bulk of the Earth’s atmosphere and the Earth’s magnetic field. Above every

centimeter of Earth’s surface lies roughly one kilometer of air. It takes a vertical

column of about 70 grams - about 1
14 of the distance through the atmosphere

before the average incoming proton hits the nucleus of an air atom (Parker 2006).

This collision results in a shower of secondary and tertiary particles (see Figure

1.6) that propagate down through the atmosphere at decreasing energies and are

found all the way to the ground and below.

With these three shields in place, the cosmic ray exposure at the surface of

the planet is not extreme. The annual radiation exposure due to cosmic rays is

equivalent to around 0.03 rem, and it is about as much as one would receive from

two chest X-rays. An average U.S. inhabitant receives a total of 0.36 rems per

year due to natural and man-made sources or radiation (Aroesty et al. 1991).

1.4.1 Cosmic Ray Consequences

Among the many results of a cosmic-ray shower are a high number density

of electrons produced near the shower axis (Erlykin & Wolfendale 2010). These

electrons could play a role in the initiation of lightning strikes. Lightning has

possibly had an affect on the evolutionary history or even the origin of life. The

famous experiments of Miller and Urey (Miller 1953) found that the passage of

electricity through a pre-biotic soup of methane, ammonia and water caused com-



1. Introduction 14

-

+/-

-
+/-

!+/-

0

!+

!+

!+

!+
!+

!+

!+

!-
!-

!-

!-!-

!-

!-

+

+

"

#

$%

"

"

#

#

-

-

$
$

$
$

$
$

$
$

%
%

%

%

%

&'(
"))))"*+,+$
#)))#!-,*+$
))))))".+$

!))))'/!0,*+$
))))))1-+$
))))))"2+,+$

3$0+4.$5
6+74.0)89:

Figure 1.6: When an incoming cosmic ray particle collides with an air molecule it
produces a cascade of lighter particles that go on to create a number of isotopes of
varying half-lives that are found all the way to the ground and below.

plex molecules to form: amino acids, monomers, RNA, etc. All of these complex

molecules are necessary precursors to life, and thus lightning from cosmic rays

could have been part of the formation of life on Earth.

Later, when life had developed, lightning strikes could have played a further

role in its continuing evolution. NO and NO2 are formed by lightning strikes,

and make up 20% of all NOx (Allen et al. 2010). The formation of NOx can

modify Earth’s atmospheric chemistry by increasing greenhouse gasses. Although

damaging to animals, NOx is beneficial to plants by way of the nitrates produced

by NOx reactions, so periods of high GCR radiation in the geologic record would
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be as interesting as low ones.

Other potential consequences of increased CISM density are cloud nucleation

and dust deposition. The high numbers of ions produced in a cosmic ray particle

shower can also trigger cloud formation in Earth’s lower atmosphere which could

lead to an increase in planetary albedo (Carslaw et al. 2002) lowering global

temperatures. The Sun’s passage through a particularly dense ISM cloud could

also lead to an increase in the number of ISM neutral particles at Earth’s orbit.

An increase of interstellar dust in Earth’s upper atmosphere has been modeled by

Pavlov et al. (2005) to produce a reverse greenhouse effect, also lowering global

temperatures.

1.4.2 Comparison with the Geologic Record

Evidence of a solar encounter with dense molecular cloud could be reflected in

our geologic record. Cosmic ray spallation reactions in Earth’s stratosphere create

the cosmogenic nuclide 10Be which is then deposited on the surface of the Earth

and secured in ice-cores. Periods of high cosmic ray flux will correspond to higher

levels of 10Be. A long archive of 10Be data exists from an analysis of deposits in

Greenland ice-cores, which also show the 11 year solar cycle modulation of cosmic

rays.

Periods of low-solar activity such as the Maunder (1645-1715) and Dalton

(1800-1830) minima have been shown to have strong associations with times of

high GCR intensities as revealed by the 10Be record (McCracken et al. 2004).

However there are plenty of features in Earth’s isotope record that are unaccounted

for. Figure 1.7 shows Earth’s record of 18O and 13C isotopes as determined from

ice-cores that sample global conditions as long as 60 million years ago. Some
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features have been identified and correspond to periods of glaciation. Some of the

broader declines in global temperatures, such as the decline found after the E.

Eocene Climatic Optimum, could possibly be due to a passage through a dense

ISM cloud.



1. Introduction 17

17
-M

y-
lo

ng
tr

en
d

to
w

ar
d

co
ol

er
co

nd
iti

on
s

as
ex

pr
es

se
d

by
a

3.
0‰

ri
se

in
!1

8
O

w
ith

m
uc

h
of

th
e

ch
an

ge
oc

cu
rr

in
g

ov
er

th
e

ea
rl

y-
m

id
dl

e
(5

0
to

48
M

a)
an

d
la

te
E

oc
en

e
(4

0
to

36
M

a)
,

an
d

th
e

ea
rl

y
O

lig
oc

en
e

(3
5

to
34

M
a)

.O
f

th
is

to
ta

l,
th

e
en

tir
e

in
cr

ea
se

in
!1

8
O

pr
io

r
to

th
e

la
te

E
oc

en
e

("
1.

8‰
)

ca
n

be
at

tr
ib

ut
ed

to
a

7.
0°

C
de

cl
in

e
in

de
ep

-s
ea

te
m

-
pe

ra
tu

re
(f

ro
m

"
12

°
to

"
4.

5°
C

).
A

ll
su

bs
e-

qu
en

t!
1
8
O

ch
an

ge
re

fl
ec

ts
a

co
m

bi
ne

d
ef

fe
ct

of
ic

e-
vo

lu
m

e
an

d
te

m
pe

ra
tu

re
(4

0)
,

pa
rt

ic
u-

la
rl

y
fo

r
th

e
ra

pi
d

#
1.

0‰
st

ep
in

!1
8
O

at
34

M
a.

O
n

th
e

ba
si

s
of

lim
its

im
po

se
d

by
bo

t-
to

m
-w

at
er

an
d

tr
op

ic
al

te
m

pe
ra

tu
re

s,
it

ha
s

be
en

es
tim

at
ed

th
at

ro
ug

hl
y

ha
lf

th
is

si
gn

al

("
0.

6‰
)

m
us

t
re

fl
ec

t
in

cr
ea

se
d

ic
e

vo
lu

m
e

(2
4,

41
),

th
ou

gh
in

de
pe

nd
en

t
co

ns
tr

ai
nt

s
on

te
m

pe
ra

tu
re

de
ri

ve
d

fr
om

be
nt

hi
c

fo
ra

m
in

if
-

er
al

M
g/

C
a

ra
tio

s
ar

gu
e

fo
r

a
sl

ig
ht

ly
gr

ea
te

r
ic

e-
vo

lu
m

e
co

m
po

ne
nt

("
0.

8
to

1.
0‰

)
(4

2)
.

T
hi

s
lo

ng
-t

er
m

pa
tte

rn
of

de
ep

-s
ea

w
ar

m
in

g
an

d
co

ol
in

g
is

co
ns

is
te

nt
w

ith
re

co
ns

tr
uc

tio
ns

of
ea

rl
y

C
en

oz
oi

c
su

bp
ol

ar
cl

im
at

es
ba

se
d

on
bo

th
m

ar
in

e
an

d
te

rr
es

tr
ia

l
ge

oc
he

m
ic

al
an

d
fo

ss
il

ev
id

en
ce

(4
3–

47
).

Fo
llo

w
in

g
th

e
co

ol
in

g
an

d
ra

pi
d

ex
pa

n-
si

on
of

A
nt

ar
ct

ic
co

nt
in

en
ta

li
ce

-s
he

et
s

in
th

e
ea

rl
ie

st
O

lig
oc

en
e,

de
ep

-s
ea

!1
8
O

va
lu

es
re

-
m

ai
ne

d
re

la
tiv

el
y

hi
gh

(#
2.

5‰
),

in
di

ca
tin

g
a

pe
rm

an
en

t
ic

e
sh

ee
t(

s)
,

lik
el

y
te

m
pe

ra
te

in

ch
ar

ac
te

r(
48

),
w

ith
a

m
as

s
as

gr
ea

ta
s

50
%

of
th

at
of

th
e

pr
es

en
t-

da
y

ic
e

sh
ee

t
an

d
bo

tto
m

te
m

pe
ra

tu
re

s
of

"
4°

C
(1

8)
.T

he
se

ic
e

sh
ee

ts
pe

rs
is

te
d

un
til

th
e

la
tte

r
pa

rt
of

th
e

O
lig

oc
en

e
(2

6
to

27
M

a)
,w

he
n

a
w

ar
m

in
g

tr
en

d
re

du
ce

d
th

e
ex

te
nt

of
A

nt
ar

ct
ic

ic
e.

Fr
om

th
is

po
in

t
un

til
th

e
m

id
dl

e
M

io
ce

ne
("

15
M

a)
,

gl
ob

al
ic

e
vo

lu
m

e
re

m
ai

ne
d

lo
w

an
d

bo
tto

m
w

at
er

te
m

pe
ra

tu
re

s
tr

en
de

d
sl

ig
ht

ly
hi

gh
er

(4
9,

50
),

w
ith

th
e

ex
ce

pt
io

n
of

se
ve

ra
lb

ri
ef

pe
ri

od
s

of
gl

ac
ia

tio
n

(e
.g

.,
M

i-
ev

en
ts

)
(3

9)
.

T
hi

s
w

ar
m

ph
as

e
pe

ak
ed

in
th

e
la

te
m

id
dl

e
M

io
ce

ne
cl

im
at

ic
op

tim
um

(1
7

to
15

M
a)

,
an

d
w

as
fo

llo
w

ed
by

a
gr

ad
ua

l
co

ol
in

g
an

d
re

es
ta

b-
lis

hm
en

t
of

a
m

aj
or

ic
e-

sh
ee

t
on

A
nt

ar
ct

ic
a

0
1

2
3

4
5

0 10 20 30 40 50 60 70

Miocene Oligocene Eocene PaleocenePlio.
Pl
t.

Ag
e

(M
a)

!1
8 O

(‰
)

4°
0°

8°
12
°

Te
m
pe
ra
tu
re
(°
C)
*

Sm
al
l-e
ph
em
er
al

Ic
e-
sh
ee
ts
ap
pe
ar

N. Hemisphere Ice-sheets

La
te
Pa
le
oc
en
e

Th
er
m
al
M
ax
im
um

O
i-1

G
la
ci
at
io
n

M
i-1
G
la
ci
at
io
n

Ta
sm
an
ia
-A
nt
ar
ct
ic

Pa
ss
ag
e
op
en
s

D
ra
ke
Pa
ss
ag
e

op
en
s

N
.A
tla
nt
ic

Ri
fti
ng
&
Vo
lc
an
ism

In
di
a-
A
sia
co
nt
ac
t

Pa
na
m
a

Se
aw
ay
cl
os
es

E.
Eo
ce
ne

Cl
im
at
ic
O
pt
im
um

La
te
O
lig
oc
en
e

W
ar
m
in
g

M
id
-M
io
ce
ne

Cl
im
at
ic
O
pt
im
um

Be
nt
hi
c
ex
tin
ct
io
n

M
am
m
al
sd
isp
er
se

Co
ra
lE
xt
in
ct
io
n

ar
ch
ai
c
m
am
m
al
s&

br
oa
d
le
af
fo
re
sts
de
cl
in
e,

ba
le
en
w
ha
le
sa
pp
ea
r

Co
lu
m
bi
a
Ri
ve
r

Vo
lc
an
ism

C4
gr
as
se
se
xp
an
d

Antarctic Ice-sheets

K
-T
M
as
sE
xt
in
ct
io
ns

Te
ct
on
ic

Ev
en
ts

Bi
ot
ic

Ev
en
ts

Ti
be
ta
n
Pl
at
ea
u
up
lfi
t

ac
ce
le
ra
te
s

A
sia
n
m
on
so
on
s

in
te
ns
ify

H
om
in
id
sa
pp
ea
r

W
.A
nt
ar
ct
ic
ic
e-
sh
ee
t

E.
A
nt
ar
ct
ic
ic
e-
sh
ee
t

M
et
eo
rI
m
pa
ct

Fu
ll
Sc
al
e
an
d
Pe
rm
an
en
t

Pa
rti
al
or
Ep
he
m
er
al

pl
at
e
re
or
ga
ni
za
tio
n
&

re
du
ct
io
n
in
se
af
lo
or

sp
re
ad
in
g
ra
te
s

Pl
at
e
re
or
ga
ni
za
tio
n

&
A
nd
ea
n
up
lif
t

U
ng
ul
at
es
di
ve
rs
ify
,

pr
im
at
es
de
cl
in
e

la
rg
e
ca
rn
iv
or
es
&

ot
he
rm
am
m
al
sd
iv
er
sif
y

"G
re
at
A
m
er
ic
an
In
te
rc
ha
ng
e"

A
rc
ha
ic
w
ha
le
s

ap
pe
ar

Re
d
Se
a
Ri
fti
ng

La
rg
e
m
am
m
al
ex
tin
ct
io
ns

se
al
s&

se
a
lio
ns
ap
pe
ar

H
or
se
sd
iv
er
sif
y

!
13
C
(‰
)

0
1

2
3

-1
Cl
im
at
ic

Ev
en
ts

Fi
g.
2.
G
lo
ba
ld
ee
p-
se
a
ox
yg
en
an
d
ca
rb
on
is
ot
op
e
re
co
rd
s
ba
se
d
on
da
ta

co
m
pi
le
d
fr
om
m
or
e
th
an
40
D
SD
P
an
d
O
D
P
si
te
s
(3
6)
.T
he
se
di
m
en
ta
ry

se
ct
io
ns
fr
om
w
hi
ch
th
es
e
da
ta
w
er
e
ge
ne
ra
te
d
ar
e
cl
as
si
fie
d
as
pe
la
gi
c

(e
.g
.,
fr
om
de
pt
hs

#
10
00
m
)
w
it
h
lit
ho
lo
gi
es
th
at
ar
e
pr
ed
om
in
an
tl
y

fin
e-
gr
ai
ne
d,
ca
rb
on
at
e-
ric
h
(#
50
%
)
oo
ze
s
or
ch
al
ks
.M
os
t
of
th
e
da
ta

ar
e
de
riv
ed
fr
om
an
al
ys
es
of
tw
o
co
m
m
on
an
d
lo
ng
-l
iv
ed
be
nt
hi
c
ta
xa
,

C
ib
ic
id
oi
de
s
an
d
N
ut
ta
lli
de
s.
To
co
rr
ec
t
fo
r
ge
nu
s-
sp
ec
ifi
c
is
ot
op
e
vi
ta
l

ef
fe
ct
s,
th
e

!1
8
O
va
lu
es
w
er
e
ad
ju
st
ed
by

$
0.
64
an
d

$
0.
4‰

(1
24
),

re
sp
ec
ti
ve
ly
.
Th
e
ab
so
lu
te
ag
es
ar
e
re
la
ti
ve
to
th
e
st
an
da
rd
G
PT
S
(3
6,

37
).
Th
e
ra
w
da
ta
w
er
e
sm
oo
th
ed
us
in
g
a
fiv
e-
po
in
t
ru
nn
in
g
m
ea
n,
an
d

cu
rv
e-
fit
te
d
w
it
h
a
lo
ca
lly
w
ei
gh
te
d
m
ea
n.
W
it
h
th
e
ca
rb
on
is
ot
op
e

re
co
rd
,s
ep
ar
at
e
cu
rv
e
fit
s
w
er
e
de
riv
ed
fo
rt
he
A
tl
an
ti
c
(b
lu
e)
an
d
Pa
ci
fic

ab
ov
e
th
e
m
id
dl
e
M
io
ce
ne
to
ill
us
tr
at
e
th
e
in
cr
ea
se
in
ba
si
n-
to
-b
as
in

fr
ac
ti
on
at
io
n
th
at
ex
ce
ed
s

"
1.
0‰

in
so
m
e
in
te
rv
al
s.
Pr
io
r
to
15
M
a,

in
te
rb
as
in
gr
ad
ie
nt
s
ar
e
in
si
gn
ifi
ca
nt
or
no
ne
xi
st
en
t
(3
9)
.
Th
e

!1
8
O

te
m
pe
ra
tu
re
sc
al
e
w
as
co
m
pu
te
d
fo
ra
n
ic
e-
fr
ee
oc
ea
n
["
1.
2‰
St
an
da
rd

M
ea
n
O
ce
an
W
at
er
(S
M
O
W
)]
,
an
d
th
us
on
ly
ap
pl
ie
s
to
th
e
ti
m
e
pr
e-

ce
di
ng
th
e
on
se
t
of
la
rg
e-
sc
al
e
gl
ac
ia
ti
on
on
A
nt
ar
ct
ic
a
("
35
M
a)

(4
3)
.
Fr
om
th
e
ea
rl
y
O
lig
oc
en
e
to
pr
es
en
t,
m
uc
h
of
th
e
va
ri
ab
ili
ty

("
70
%
)
in
th
e

!1
8
O
re
co
rd
re
fle
ct
s
ch
an
ge
s
in
A
nt
ar
ct
ic
a
an
d
N
or
th
-

er
n
H
em
is
ph
er
e
ic
e
vo
lu
m
e
(4
0)
.
Th
e
ve
rt
ic
al
ba
rs
pr
ov
id
e
a
ro
ug
h

qu
al
it
at
iv
e
re
pr
es
en
ta
ti
on
of
ic
e
vo
lu
m
e
in
ea
ch
he
m
is
ph
er
e
re
la
ti
ve

to
th
e
LG
M
,w
it
h
th
e
da
sh
ed
ba
r
re
pr
es
en
ti
ng
pe
ri
od
s
of
m
in
im
al
ic
e

co
ve
ra
ge
(!
50
%
),
an
d
th
e
fu
ll
ba
r
re
pr
es
en
ti
ng
cl
os
e
to
m
ax
im
um
ic
e

co
ve
ra
ge
(#
50
%
of
pr
es
en
t)
.S
om
e
ke
y
te
ct
on
ic
an
d
bi
ot
ic
ev
en
ts
ar
e

lis
te
d
as
w
el
l
(4
,
5,
35
).

27
A
PR
IL
20
01
V
O
L
29
2
SC
IE
N
C
E
w
w
w
.s
ci
en
ce
m
ag
.o
rg

68
8

P
A
L
E
O

C
L
IM

A
T
E

 on April 25, 2011 www.sciencemag.org Downloaded from 

F
ig
u
re

1
.7
:
A

h
is
to
ri
ca
l
re
co
rd

of
at
m
os
p
h
er
ic

is
ot
op

es
18
O

an
d

13
C
.
18
O

is
a
p
ro
xy

fo
r
gl
ob

al
te
m
p
er
at
u
re
s.

M
an

y
of

th
e
ca
u
se
s

fo
r
sh
ar
p
ch
an

ge
s
in

is
ot
op

e
ab

u
n
d
an

ce
w
it
h
ti
m
e
h
av
e
b
ee
n
id
en
ti
fi
ed

,
th
e
lo
n
g
gr
ad

u
al

sl
op

es
m
ig
ht

b
e
d
u
e
to

ou
r
p
as
sa
ge

th
ro
u
gh

a
d
en

se
IS
M

cl
ou

d
.
F
ro
m

Z
ac
h
os

et
al
.
(2
00

1)



1. Introduction 18

This Work

Chapter 2 of this document will present observations made of the ISM that

the Sun has passed through over the past 40 million years. Chapter 3 will detail

how information is extracted from these observations and will discuss the data set

as a whole. Chapter 4 will present the various methods used to determine volume

densities of these ISM clouds and Chapter 5 will explore what these clouds mean

for our historical heliosphere.



Chapter 2

Observations and Data Reduction

The ISM outside the Local Bubble is much denser and cooler than the gas we

find in the immediate vicinity of the Sun. Neutral sodium (NaI) and singly ionized

calcium (CaII) were chosen as the ISM component tracers since they both have

strong doublet transition lines that can be observed in the temperature ranges we

expect these clouds to possess. These lines are among the strongest absorption

features in the Sun and were given letter designations in the 1800’s by Joseph

von Fraunhofer. The calcium lines, at 3933.6614 Å and 3968.4673 Å were named

K and H respectively, and the sodium lines, due to their 5 Å separation, were

too closely spaced to resolve into two lines at the time. Consequently the two

lines were assumed to be one and were given the designation D. Later with higher

resolution they were resolved into their true, dual-lined nature and named D1 and

D2, residing at 5895.9242 Å and 5889.9510 Å respectively.

As instruments capable of resolving finer structures were developed, it was

discovered that each line in the sodium doublet is actually comprised of two finer

closely-spaced lines referred to as the hyper-fine structure of sodium. The fine

doublet (D1 and D2) arises as a result of the coupling between the electron’s orbital

angular momentum and its spin angular momentum. The hyper-fine structure is

a result of this total electron angular momentum coupled with the nuclear angular

momentum, each coupling results in a splitting of the absorption line.
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The absorption lines of NaI and CaII are among the strongest optical resonance

lines found in the ISM. A resonance line is the longest wavelength transition arising

from the ground state of a particular atom or ion. The ionization potentials for

NaI and CaII are 5.139 eV and 6.113 eV (Gray 2005), respectively, so sodium

ionizes at a lower temperature than calcium. This means that the two species

probe slightly different ISM environments.

Observations of doublet transitions are valuable since each half of a doublet

serves as an independent measurement of the same absorbing medium. Each

line measures cloud temperature, radial and turbulent velocity, as well as column

density. Combining the values from independently fitting each line together allows

us to get a more accurate value for each measurement than if we were observing

only one line.

Stars were observed for ISM absorption out to a distance of 500 parsecs, which

given current values for the velocity of the Sun (Schönrich et al. 2010), corresponds

to about 40 million years (Myr) of our history. A distance of 500 parsecs is

only about 1% of the circumference of the solar orbit at 8 kiloparsecs from the

galactic center, so we can approximate the Sun’s trajectory over the past 40

Myr as a straight line from the direction of past solar motion, l0 = 207.70◦ and

b0 = −32.41◦ (Dehnen & Binney 1998). Stars were chosen based on their small

angular separation from these coordinates. Figure 2.1 is a map of our sample

location. l0 and b0 lie at the center of the pink circle and the entirety of our stellar

sample also lies within this region with a diameter of about 20◦.
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Figure 2.1: The direction of solar past motion is centered at l0 = 207.70◦ and b0 =
−32.41◦, which is located in the center of the pink circle in this figure. The angular
diameter of the region encompassing the entire stellar sample used in this thesis is about
20◦.

2.1 Stellar Parameters

When looking at ISM absorption towards a background star, invariably you

are also looking at stellar absorption features in the same wavelength range due

to elements residing in the star itself. For this reason, stars of spectral type F

or earlier were chosen for their relatively simple spectra with few absorption fea-

tures. This helps to minimize any confusion between calcium or sodium stellar

absorption and ISM absorption. Early type stars are also intrinsically brighter,

allowing for higher S/R in our observations, and come with the added benefit

that their surface temperatures are much too hot for neutral sodium and singly

ionized calcium to exist in great quantities which further eliminates the chance of

confusion between stellar and ISM absorption. A strong stellar absorption feature

would easily overwhelm any additional absorption due to ISM. Rapidly rotating
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Figure 2.2: Sample spectra of neutral sodium absorption towards HD30020. Both the
D1 and D2 components of the sodium doublet are plotted in velocity space to distinguish
sodium absorption from non-sodium absorption. Telluric contamination due to water in
Earth’s atmosphere is marked by two blue lines, the stellar sodium absorption is marked
by a single yellow line and two ISM components are marked by red lines.

stars were also preferable, since stars with high rotational velocities have broad-

ened stellar absorption features that are more easily distinguished from narrow

ISM absorption components.

Figure 2.2 is an example of spectral data that illustrates the difference between

stellar sodium absorption and ISM sodium absorption. For ease of identification,

the wavelength scale has been translated into a velocity scale and the D1 range has

been plotted over the D2 range. This allows the doublet absorption to become

immediately apparent as both lines of the doublet have to be moving at the

same radial velocity. The broad feature at 65 km s−1 can be identified as stellar

absorption since the rotational and thermal broadening required for such a wide

sodium line are much too high to be found in ISM. There are two ISM absorption

features found in this figure, located at roughly 12 and 21 km s−1. These features

can be identified as being caused by the ISM since they are narrow and seen in
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both D1 and D2. Other features which have no absorption in both spectra are

most likely telluric absorption due to water vapor in Earth’s atmosphere and are

removed before ISM absorption measurements are made.

Table 2.1 lists relevant parameters for stars used in this study. Listed for each

star are its Henry Draper catalogue number and an additional common name,

stellar spectral type as well as apparent magnitude (mV), its line of sight or

radial velocity (vR), and its rotational velocity subject to viewing angle i (v sin i).

Galactic longitude and latitude (l, b) are also listed and distances as determined

from Hipparcos parallaxes. Finally each sight line’s angular separation in degrees

(∆θ) from direction of the past solar trajectory, l0, b0 is also included in the table.

2.2 Observations

Data were obtained throughout the time period of October 2003 through Oc-

tober 2005. Additional data on a few objects were obtained in August 2010 but

are not included in this study. Observations were made with two different tele-

scopes at a variety of different resolutions. Targets were often observed multiple

times at different resolutions to provide consistency checks on measurements of

cloud parameters.

2.2.1 Telescopes

Harlan J. Smith

The Harlan J. Smith telescope is a 2.7 meter optical reflecting telescope lo-

cated at McDonald Observatory in west Texas. Observations were made at three

separate resolution (R = λ

∆λ
) settings: CS12: coudé Spectrometer (R ∼500,000),
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Table 2.1. Stellar Parameters for Targets along the Past Solar Trajectorya

HD Other Spectral mV vR v sin i l b Distanceb ∆θc

# Name Type (mag) (km s−1) (km s−1) (◦) (◦) (pc) (◦)

33111 β Eri A3III 2.8 –9.2 195 205.34 –25.32 27.24+0.58
−0.55 7.38

30743 HR1545 F5V 6.3 –3.0 7.0d 212.08 –33.12 35.36+1.03
−0.97 3.75

26574 o1 Eri F2II-III 4.0 11.0 115 199.32 –38.39 38.5+1.6
−1.5 9.07

33904 µ Lep B9IV 3.3 27.7 18 217.25 –28.91 56.5+2.4
−2.2 8.92

27861 ξ Eri A2V 5.2 –11.0 179 197.82 –34.30 63.9+3.4
−3.1 8.46

31109 ω Eri A9IV 4.4 –6.0 186 203.75 –28.78 69.5+4.5
−4.0 4.97

29573 HR1483 A0V 5.0 6.5 27 208.96 –34.85 69.7+4.0
−3.6 2.66

33802 ι Lep B8V 4.5 25.0 190 212.67 –27.32 73.9+4.0
−3.6 6.67

32964 EN Eri B9V 5.1 30.9 30 204.78 –25.35 85.8+5.7
−5.1 7.51

32045 S Eri F0V 4.8 –8.9 212 211.94 –30.34 89.2+6.3
−5.5 4.17

30127 HR1513 A1V 5.5 5.0 195 216.99 –36.20 90.4+6.9
−6.0 8.55

34863 ν Lep B7V 5.3 16.0 285 214.00 –25.79 101.7+9.0
−7.7 8.61

27925 HIP20521 A9IV/V 8.0 209.24 –38.96 103+13
−11 6.67

32996 HR1661 B9.5/A0IV 6.0 25.8e 26 213.32 –29.10 111.4+9.9
−8.4 5.85

29173 HR1460 A1 6.4 15f 26 205.87 –34.63 119+46
−26 2.69

28763 HR1438 A3V 6.3 –11.9e 102 209.75 –37.13 123+15
−12 5.01

30020 DW Eri F4III 6.8 40.0 65 205.96 –32.37 124+26
−18 1.47

28843 DZ Eri B9III 5.8 18.4 198.62 –32.10 131+16
−13 7.68

29554 HIP21640 B9 7.7 204.73 –33.15 135+21
−16 2.60

32468 HIP23493 A0 6.8 208.30 –28.00 151+31
−22 4.44

28208 HIP20747 B9 7.3 201.61 –35.18 153+25
−19 5.77

31625 HIP23011 A5 6.9 27.7 77 207.34 –29.25 158+24
−18 3.18

29851 HIP21837 A2IV/V 6.7 209.70 –34.37 161+24
−19 2.57

30211 µ Eri B5IV 4.0 8.5 150 200.53 –29.34 163+33
−23 6.87

34503 τ Ori B5III 3.6 20.1 40 208.28 –23.96 170+26
−20 8.47

33949 κ Lep B7V 4.4 18.0 120 213.88 –27.55 172+23
−18 7.23

28980 HIP21258 A0 6.6 204.05 –34.31 172+26
−20 3.59

29248 ν Eri B2III 3.9 14.9 20 199.31 –31.38 180+34
−25 7.20

30050 RZ Eri A 7.9 32.0 11g 208.00 –33.16 185+58
−36 0.79

28377 HIP20849 A9IV 7.5 207.45 –37.20 210+50
−34 4.79

30535 HIP22304 A0 7.2 207.32 –31.65 224+49
−34 0.83

31512 62 Eri B6V 5.5 24.0 80 203.93 –27.88 227+94
−51 5.58

27563 EM Eri B5III 5.8 11.2 35 201.50 –36.83 232+49
−34 6.75

33224 HR1671 B8V 5.8 27.0 155 208.95 –26.83 233+63
−41 5.68

31089 HIP22669 B9V 7.8 208.90 –31.12 233+65
−42 1.64

34085 β Ori B8I 0.1 20.7 40 209.24 –25.25 237+56
−38 7.29

29009 EH Eri B9 5.7 1.7 55 202.47 –33.55 239+64
−42 4.53

28262 HIP20787 A0 8.6 203.85 –36.03 275+117
−63 4.82

32249 ψ Eri B3V 4.8 25.4 30 206.59 –27.69 293+93
−57 4.82

31726 HR1595 B2V 6.1 11.4 5 213.50 –31.51 305+87
−56 5.00

30332 HIP22169 B9 7.7 209.25 –33.00 305+117
−66 1.43

34816 λ Lep B0.5IV 4.3 20.2 25 214.83 –26.24 330+112
−67 8.75

26994 HIP19856 B7III 6.9 211.14 –41.78 375+178
−91 9.76

32612 HR1640 B2IV 6.4 16.0 65 214.33 –30.21 405+167
−91 6.08

30679 HIP22406 A2 7.7 206.93 –31.19 410+200
−100 1.38

30076 DX Eri B2V 5.8 15.1 160 205.72 –32.12 410+210
−100 1.70

30963 HIP22588 B9 7.3 208.57 –31.24 420+220
−110 1.38

27436 HIP20179 A0 7.0 201.90 –37.34 470+370
−140 6.85

28497 DU Eri B2V 5.6 22.0 295 208.78 –37.40 480+320
−140 5.07

aAll values from SIMBAD unless otherwise noted.

bDistances calculated from Hipparcos parallaxes.

cAngular distance from direction of the past solar trajectory, l = 207.70◦ and b = −32.41◦ (Dehnen & Binney
1998).

dNordström et al. (2004)
eGrenier et al. (1999)

fShorlin et al. (2002)
gStawikowski & Glebocki (1994)



2. Observations and Data Reduction 25

CS21: Cross-Dispersed Echelle Spectrometer (2d coudé) focus 1 (R ∼240,000),

and CS23: Cross-Dispersed Echelle Spectrometer (2d coudé) focus 2 (R ∼60,000).

Anglo-Australian Telescope

The Anglo-Australian 3.9 meter telescope is located at the Siding Spring Ob-

servatory in Australia. Data were taken with the Ultra High Resolution Facility

which is an echelle spectrograph located at the coudé focus (R ∼1,000,000)

2.2.2 Observational Parameters

Tables 2.2 and 2.3 list the observational parameters for all data included in

this study. Table 2.2 is ordered by date and 2.3 is ordered by distance from Earth.

Each observation lists the date the data was obtained, the telescope and instru-

ment used, what ion was observed, the length of the exposure, and approximate

S/N for the observation. Table 2.3 also lists the velocity of Earth’s atmosphere at

the time of the observation for the sodium data. The region of the spectrum that

contains sodium absorption also suffers from high amounts of telluric contamina-

tion which can be modeled out, but not without information about the velocity

of the atmosphere relative to the data.
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Table 2.2. Observational Parameters for Stars along the Past Solar Trajectory

HD Other Date Telescopea Instrumentb Ion Exposure S/N
# Name (s)

29573 HR1483 2003 Oct 2 McD2.7 CS12 CaII 3600 4
33904 µ Lep 2003 Oct 5 McD2.7 CS12 CaII 3600 17
29248 ν Eri 2003 Dec 1 McD2.7 CS12 CaII 3600 36
34085 β Ori 2003 Dec 1 McD2.7 CS12 CaII 2400 119
30076 DX Eri 2003 Dec 1 McD2.7 CS12 CaII 7200 8
32249 ψ Eri 2003 Dec 1 McD2.7 CS12 CaII 4800 19
34816 λ Lep 2003 Dec 1 McD2.7 CS12 CaII 4800 16
29248 ν Eri 2003 Dec 2 McD2.7 CS12 NaI 3600 25
34085 β Ori 2003 Dec 2 McD2.7 CS12 NaI 2400 143
30076 DX Eri 2003 Dec 2 McD2.7 CS12 NaI 3600 6
32249 ψ Eri 2003 Dec 2 McD2.7 CS12 NaI 4800 19
34816 λ Lep 2003 Dec 2 McD2.7 CS12 NaI 4800 25
33904 µ Lep 2003 Dec 2 McD2.7 CS12 NaI 3600 30
33111 β Eri 2003 Dec 3 McD2.7 CS12 CaII 4800 27
34503 τ Ori 2003 Dec 3 McD2.7 CS12 CaII 4800 38
30211 µ Eri 2003 Dec 3 McD2.7 CS12 CaII 3600 18
30211 µ Eri 2004 Oct 18 McD2.7 CS21 NaI 1200 131
30211 µ Eri 2004 Oct 18 McD2.7 CS21 CaII 600 41
33904 µ Lep 2004 Oct 19 McD2.7 CS21 CaII 1200 117
28497 DU Eri 2004 Oct 19 McD2.7 CS21 CaII 1200 52
28497 DU Eri 2004 Oct 19 McD2.7 CS21 NaI 1200 98
34503 τ Ori 2004 Oct 19 McD2.7 CS21 NaI 1200 265
33111 β Eri 2004 Oct 19 McD2.7 CS21 NaI 1200 385
28763 HR1438 2004 Oct 20 McD2.7 CS21 CaII 1800 24
28763 HR1438 2004 Oct 20 McD2.7 CS21 NaI 1800 78
29573 HR1483 2004 Oct 20 McD2.7 CS21 NaI 1200 114
29573 HR1483 2004 Oct 20 McD2.7 CS21 CaII 1200 42
30127 HR1513 2004 Oct 20 McD2.7 CS21 CaII 1800 37
30127 HR1513 2004 Oct 20 McD2.7 CS21 NaI 1800 109
30020 DW Eri 2004 Oct 20 McD2.7 CS21 NaI 1200 57
30020 DW Eri 2004 Oct 20 McD2.7 CS21 CaII 1800 14
32045 S Eri 2004 Oct 20 McD2.7 CS21 CaII 1200 54
32045 S Eri 2004 Oct 20 McD2.7 CS21 NaI 600 86
30076 DX Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 101, 300
30332 HIP22169 2004 Nov 30 McD2.7 CS23 CaII, NaI 600 0, 3
30963 HIP22588 2004 Nov 30 McD2.7 CS23 CaII, NaI 1800 66, 241
29554 HIP21640 2004 Nov 30 McD2.7 CS23 CaII, NaI 1800 60, 206
32249 ψ Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 164, 398
28497 DU Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 70, 228
30211 µ Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 184, 522
31512 62 Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 71, 240
33224 HR1671 2004 Nov 30 McD2.7 CS23 CaII, NaI 900 38, 186
30332 HIP22169 2004 Dec 1 McD2.7 CS23 CaII, NaI 1800 40, 136
31089 HIP22669 2004 Dec 1 McD2.7 CS23 CaII, NaI 1800 41, 143
31726 HR1595 2004 Dec 1 McD2.7 CS23 CaII, NaI 1800 122, 301
30050 RZ Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 1800 16, 156
27563 EM Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 900 74, 273
29009 EH Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 900 71, 275
30535 HIP22304 2004 Dec 1 McD2.7 CS23 CaII, NaI 1800 29, 178
31109 ω Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 900 23, 438
33111 β Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 300 52, 465
32964 EN Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI 900 29, 248
34085 β Ori 2004 Dec 2 McD2.7 CS23 CaII, NaI 10 105, 431
30679 HIP22406 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 17, 190



2. Observations and Data Reduction 27

Table 2.2 (cont’d)

HD Other Date Telescopea Instrumentb Ion Exposure S/N
# Name (s)

32612 HR1640 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 86, 284
29851 HIP21837 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 45, 238
32996 HR1661 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 92, 315
29173 HR1460 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 46, 193
28980 HIP21258 2004 Dec 2 McD2.7 CS23 CaII, NaI 1800 46, 181
30020 DW Eri 2004 Dec 2 McD2.7 CS23 CaII, NaI 900 0, 96
26574 o

1 Eri 2004 Dec 3 McD2.7 CS23 CaII, NaI 3600 0, 8
33949 κ Lep 2004 Dec 3 McD2.7 CS23 CaII, NaI 1800 0, 7
26574 o

1 Eri 2004 Dec 6 McD2.7 CS23 CaII, NaI 900 46, 442
26994 HIP19856 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 46, 142
27925 HIP20521 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 6, 83
28377 HIP20849 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 8, 101
27436 HIP20179 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 15, 102
28262 HIP20787 2004 Dec 6 McD2.7 CS23 CaII, NaI 2700 9, 65
28208 HIP20747 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 15, 96
31625 HIP23011 2004 Dec 6 McD2.7 CS23 CaII, NaI 1800 4, 113
33802 ι Lep 2005 Jan 28 McD2.7 CS12 CaII 4800 15
30743 HR1545 2005 Feb 14 McD2.7 CS21 NaI 1200 46
30743 HR1545 2005 Feb 14 McD2.7 CS21 CaII 2400 13
32468 HIP23493 2005 Feb 14 McD2.7 CS21 CaII 1800 21
32468 HIP23493 2005 Feb 14 McD2.7 CS21 NaI 1200 28
33802 ι Lep 2005 Feb 14 McD2.7 CS21 NaI 1200 108
33802 ι Lep 2005 Feb 14 McD2.7 CS21 CaII 1200 72
33949 κ Lep 2005 Feb 14 McD2.7 CS21 CaII 1200 68
33949 κ Lep 2005 Feb 14 McD2.7 CS21 NaI 1200 93
34085 β Ori 2005 Feb 27 AAT3.9 UHRF NaI 900 316
33111 β Eri 2005 Feb 27 AAT3.9 UHRF NaI 1200 82
33949 κ Lep 2005 Feb 27 AAT3.9 UHRF NaI 2400 30
34085 β Ori 2005 Feb 28 AAT3.9 UHRF CaII 900 246
33111 β Eri 2005 Feb 28 AAT3.9 UHRF CaII 1200 42
33949 κ Lep 2005 Feb 28 AAT3.9 UHRF CaII 1800 37
33802 ι Lep 2005 Feb 28 AAT3.9 UHRF CaII 1800 37
28843 DZ Eri 2005 Mar 14 McD2.7 CS21 CaII 2700 36
28843 DZ Eri 2005 Mar 14 McD2.7 CS21 NaI 1800 32
34863 ν Lep 2005 Mar 16 McD2.7 CS21 NaI 1200 56
34863 ν Lep 2005 Mar 16 McD2.7 CS21 CaII 1800 47
27861 ξ Eri 2005 Mar 16 McD2.7 CS21 CaII 1800 49
27861 ξ Eri 2005 Mar 16 McD2.7 CS21 NaI 1200 72
34085 β Ori 2005 Mar 22 McD2.7 CS12 CaII 2400 129
33904 µ Lep 2005 Oct 17 AAT3.9 UHRF CaII 2400 50

aMcD2.7: the Harlan J. Smith 2.7m Telescope at McDonald Observatory; AAT3.9: the Anglo-
Australian 3.9m Telescope at the Anglo-Australian Observatory.

bCS12: Coudé double-pass Spectrometer (R ∼500,000); CS21: Cross-Dispersed Echelle Spectrom-
eter (2D Coudé) Focus 1 (R ∼240,000); CS23: Cross-Dispersed Echelle Spectrometer (2D Coudé)
Focus 3 (R ∼60,000); UHRF: Ultra High Resolution Facility (R ∼1,000,000).
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Table 2.3. Observational Parameters for Stars along the Past Solar Trajectory

HD Other Date Telescopea Instrumentb Ion vatm Exposure S/N
# Name km s−1 (s)

33111 β Eri 2003 Dec 3 McD2.7 CS12 CaII 4800 27
33111 β Eri 2004 Oct 19 McD2.7 CS21 NaI +21.2 1200 385
33111 β Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI +2.7 300 52, 465
33111 β Eri 2005 Feb 27 AAT3.9 UHRF NaI –29.7 1200 82
33111 β Eri 2005 Feb 28 AAT3.9 UHRF CaII 1200 42
30743 HR1545 2005 Feb 14 McD2.7 CS21 NaI –28.5 1200 46
30743 HR1545 2005 Feb 14 McD2.7 CS21 CaII 2400 13
26574 o

1 Eri 2004 Dec 3 McD2.7 CS23 CaII, NaI –5.4 3600 0, 8
26574 o

1 Eri 2004 Dec 6 McD2.7 CS23 CaII, NaI –6.8 900 46, 442
33904 µ Lep 2003 Oct 5 McD2.7 CS12 CaII 3600 17
33904 µ Lep 2003 Dec 2 McD2.7 CS12 NaI +3.9 3600 30
33904 µ Lep 2004 Oct 19 McD2.7 CS21 CaII 1200 117
33904 µ Lep 2005 Oct 17 AAT3.9 UHRF CaII 2400 50
27861 ξ Eri 2005 Mar 16 McD2.7 CS21 CaII 1800 49
27861 ξ Eri 2005 Mar 16 McD2.7 CS21 NaI –26.6 1200 72
31109 ω Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI +0.7 900 23, 438
29573 HR1483 2003 Oct 2 McD2.7 CS12 CaII 3600 4
29573 HR1483 2004 Oct 20 McD2.7 CS21 NaI +19.2 1200 114
29573 HR1483 2004 Oct 20 McD2.7 CS21 CaII 1200 42
33802 ι Lep 2005 Jan 28 McD2.7 CS12 CaII 4800 15
33802 ι Lep 2005 Feb 14 McD2.7 CS21 NaI –27.4 1200 108
33802 ι Lep 2005 Feb 14 McD2.7 CS21 CaII 1200 72
33802 ι Lep 2005 Feb 28 AAT3.9 UHRF CaII 1800 37
32964 EN Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI +2.5 900 29, 248
32045 S Eri 2004 Oct 20 McD2.7 CS21 CaII 1200 54
32045 S Eri 2004 Oct 20 McD2.7 CS21 NaI +21.1 600 86
30127 HR1513 2004 Oct 20 McD2.7 CS21 CaII 1800 37
30127 HR1513 2004 Oct 20 McD2.7 CS21 NaI +20.3 1800 109
34863 ν Lep 2005 Mar 16 McD2.7 CS21 NaI –29.3 1200 56
34863 ν Lep 2005 Mar 16 McD2.7 CS21 CaII 1800 47
27925 HIP20521 2004 Dec 6 McD2.7 CS23 CaII, NaI –4.9 1800 6, 83
32996 HR1661 2004 Dec 2 McD2.7 CS23 CaII, NaI +2.5 1800 92, 315
29173 HR1460 2004 Dec 2 McD2.7 CS23 CaII, NaI –1.7 1800 46, 193
28763 HR1438 2004 Oct 20 McD2.7 CS21 CaII 1800 24
28763 HR1438 2004 Oct 20 McD2.7 CS21 NaI +18.7 1800 78
30020 DW Eri 2004 Oct 20 McD2.7 CS21 NaI +19.2 1200 57
30020 DW Eri 2004 Oct 20 McD2.7 CS21 CaII 1800 14
30020 DW Eri 2004 Dec 2 McD2.7 CS23 CaII, NaI –0.7 900 0, 96
28843 DZ Eri 2005 Mar 14 McD2.7 CS21 CaII 2700 36
28843 DZ Eri 2005 Mar 14 McD2.7 CS21 NaI –27.2 1800 32
29554 HIP21640 2004 Nov 30 McD2.7 CS23 CaII, NaI –0.3 1800 60, 206
32468 HIP23493 2005 Feb 14 McD2.7 CS21 CaII 1800 21
32468 HIP23493 2005 Feb 14 McD2.7 CS21 NaI –27.5 1200 28
28208 HIP20747 2004 Dec 6 McD2.7 CS23 CaII, NaI –5.1 1800 15, 96
31625 HIP23011 2004 Dec 6 McD2.7 CS23 CaII, NaI –1.1 1800 4, 113
29851 HIP21837 2004 Dec 2 McD2.7 CS23 CaII, NaI –0.7 1800 45, 238
30211 µ Eri 2003 Dec 3 McD2.7 CS12 CaII 3600 18
30211 µ Eri 2004 Oct 18 McD2.7 CS21 NaI +19.3 1200 131
30211 µ Eri 2004 Oct 18 McD2.7 CS21 CaII 600 41
30211 µ Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI +0.1 900 184, 522
34503 τ Ori 2003 Dec 3 McD2.7 CS12 CaII 4800 38
34503 τ Ori 2004 Oct 19 McD2.7 CS21 NaI +22.3 1200 265
33949 κ Lep 2004 Dec 3 McD2.7 CS23 CaII, NaI +2.8 1800 0, 7
33949 κ Lep 2005 Feb 14 McD2.7 CS21 CaII 1200 68
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Table 2.3 (cont’d)

HD Other Date Telescopea Instrumentb Ion vatm Exposure S/N
# Name km s−1 (s)

33949 κ Lep 2005 Feb 14 McD2.7 CS21 NaI –27.4 1200 93
33949 κ Lep 2005 Feb 27 AAT3.9 UHRF NaI –29.7 2400 30
33949 κ Lep 2005 Feb 28 AAT3.9 UHRF CaII 1800 37
28980 HIP21258 2004 Dec 2 McD2.7 CS23 CaII, NaI –2.0 1800 46, 181
29248 ν Eri 2003 Dec 1 McD2.7 CS12 CaII 3600 36
29248 ν Eri 2003 Dec 2 McD2.7 CS12 NaI –1.5 3600 25
30050 RZ Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI –0.0 1800 16, 156
28377 HIP20849 2004 Dec 6 McD2.7 CS23 CaII, NaI –4.5 1800 8, 101
30535 HIP22304 2004 Dec 1 McD2.7 CS23 CaII, NaI +0.4 1800 29, 178
31512 62 Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI +1.7 900 71, 240
27563 EM Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI –3.2 900 74, 273
33224 HR1671 2004 Nov 30 McD2.7 CS23 CaII, NaI +3.5 900 38, 186
31089 HIP22669 2004 Dec 1 McD2.7 CS23 CaII, NaI +1.1 1800 41, 143
34085 β Ori 2003 Dec 1 McD2.7 CS12 CaII 2400 119
34085 β Ori 2003 Dec 2 McD2.7 CS12 NaI +3.7 2400 143
34085 β Ori 2004 Dec 2 McD2.7 CS23 CaII, NaI +3.3 10 105, 431
34085 β Ori 2005 Feb 27 AAT3.9 UHRF NaI –29.7 900 316
34085 β Ori 2005 Feb 28 AAT3.9 UHRF CaII 900 246
34085 β Ori 2005 Mar 22 McD2.7 CS12 CaII 2400 129
34085 β Ori 2006 Feb 17 McD2.7 CS21 CaII 1200 107
34085 β Ori 2006 Feb 17 McD2.7 CS21 NaI –27.4 600 346
29009 EH Eri 2004 Dec 1 McD2.7 CS23 CaII, NaI –1.6 900 71, 275
28262 HIP20787 2004 Dec 6 McD2.7 CS23 CaII, NaI –4.9 2700 9, 65
32249 ψ Eri 2003 Dec 1 McD2.7 CS12 CaII 4800 19
32249 ψ Eri 2003 Dec 2 McD2.7 CS12 NaI +1.9 4800 19
32249 ψ Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI +2.5 900 164, 398
31726 HR1595 2004 Dec 1 McD2.7 CS23 CaII, NaI +2.0 1800 122, 301
30332 HIP22169 2004 Nov 30 McD2.7 CS23 CaII, NaI +0.9 600 0, 3
30332 HIP22169 2004 Dec 1 McD2.7 CS23 CaII, NaI +0.4 1800 40, 136
34816 λ Lep 2003 Dec 1 McD2.7 CS12 CaII 4800 16
34816 λ Lep 2003 Dec 2 McD2.7 CS12 NaI +4.6 4800 25
26994 HIP19856 2004 Dec 6 McD2.7 CS23 CaII, NaI –5.7 1800 46, 142
32612 HR1640 2004 Dec 2 McD2.7 CS23 CaII, NaI +2.3 1800 86, 284
30679 HIP22406 2004 Dec 2 McD2.7 CS23 CaII, NaI +0.1 1800 17, 190
30076 DX Eri 2003 Dec 1 McD2.7 CS12 CaII 7200 8
30076 DX Eri 2003 Dec 2 McD2.7 CS12 NaI –0.2 3600 6
30076 DX Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI +0.4 900 101, 300
30963 HIP22588 2004 Nov 30 McD2.7 CS23 CaII, NaI +1.5 1800 66, 241
27436 HIP20179 2004 Dec 6 McD2.7 CS23 CaII, NaI –5.9 1800 15, 102
28497 DU Eri 2004 Oct 19 McD2.7 CS21 CaII 1200 52
28497 DU Eri 2004 Oct 19 McD2.7 CS21 NaI +18.8 1200 98
28497 DU Eri 2004 Nov 30 McD2.7 CS23 CaII, NaI –1.2 900 70, 228

aMcD2.7: the Harlan J. Smith 2.7m Telescope at McDonald Observatory; AAT3.9: the Anglo-Australian 3.9m
Telescope at the Anglo-Australian Observatory.

bCS12: Coudé double-pass Spectrometer (R ∼500,000); CS21: Cross-Dispersed Echelle Spectrometer (2D
Coudé) Focus 1 (R ∼240,000); CS23: Cross-Dispersed Echelle Spectrometer (2D Coudé) Focus 3 (R ∼60,000);
UHRF: Ultra High Resolution Facility (R ∼1,000,000).
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2.2.3 Data Reduction Steps

Data reduction steps were completed prior to the author’s involvement in this

project. Therefore only a summary of the general production procedure will be

provided here. For a detailed description see Redfield (2007).

Each night of observing, sets of biases and flat field images were taken and

combined to create a master bias and master flat for the night. The master flat

(see image (c) in Figure 2.3) was used to identify the echelle orders that correspond

to the orders in our science images that contain the absorption features. Virtual

apertures were placed over these orders, and a polynomial function is fit to the

order in the dispersion direction so we can characterize how the light varies across

the chip. The same identification and tracing procedures are then applied to the

science images which are then divided by the master flat for the night. After this

the spectra are ready to be extracted as one-dimensional fits files composed of

uncalibrated flux versus pixel number.

Before every exposure, a thorium argon comparison lamp spectra (see image

(b) in Figure 2.3) was taken to provide a wavelength calibration. This wavelength

solution is then applied to our extracted science spectra (see image (a) in Figure

2.3) allowing pixel numbers to be converted into a wavelength array.

From this point forward in the data reduction procedure, all reduction steps

are carried out with programs written the Interactive Data Language (IDL) and

are applied only to orders containing the sodium and calcium doublet absorption

lines. Three steps remain in the reduction process before we can measure ISM

absorption in the direction of the Sun’s past motion through the Galaxy. Multiple

observations are first added together and averaged to increase the S/N of the ISM

absorption signal. Figure 2.4 is an example of what the data looks like at this
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(a) A science image (b) A ThAr Lamp Exposure (c) A Flat Field

Figure 2.3: Data reduction images. Image (a) is an observation of a stellar spectrum
split into orders that cover different wavelength ranges. Dark, horizontal regions in the
lines correspond to wavelengths of light that are absorbed along the sight line to the
star and are either due to ISM, the chemistry of our atmosphere, or absorption in the
star itself. Image (b) is a thorium argon comparison lamp spectra, which is used to
calibrate the wavelengths of our stellar spectra. Image (c) is a flat field which tells us
how light varies across our chip due to instrumental effects.

point. The peak of this blaze function denotes the location of maximum intensity

on the chip for this order, light falls off in intensity on either side. The rest

wavelengths for the sodium doublet are marked by two vertical orange lines. We

expect the ISM clouds to be moving at most a few hundreds of kilometers per

second, velocities in this range will still be relatively close to their rest wavelengths,

so we began looking for ISM absorption there.

The reduction process from this point on is illustrated in Figure 2.5. Panel

1 of the figure shows the region immediately surrounding the sodium doublet

(5895.9242 and 5889.9510 Å). The second panel shows the same data range with
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Figure 2.4: The raw, un-normalized echelle order containing the sodium doublet ab-
sorption towards HD30020. The sodium doublet is marked by two vertical orange lines,
seen nearby are two broad sodium features that are likely due to absorption by sodium
on the stellar surface. The radial velocity of this star is 40 km s−1 which results in a
wavelength shift of any stellar sodium absorption towards the red end of the spectrum,
which would explain why the stellar sodium absorption components are seen at slightly
longer wavelengths. The green box outlines the region for which the remainder of the
reduction process will be detailed.

a solution to the shape of the flux continuum in the region over plotted in red.

Panel 3 shows the same data with the continuum solution divided out. The result

is a normalized flux continuum which will allow us to accurately measure the

amount of absorbing material.

The majority of weak lines still present in the data at this point are due to

water vapor in Earth’s atmosphere. This telluric contamination must be modeled

and removed from the data before we can measure the interstellar sodium absorp-

tion. A modeling technique used by Redfield (2007) was employed to remove this

contamination. The model is allowed to vary in wavelength range, position and

strength until it is matched to the observed profile. The model determined for our

region is plotted in blue in panel 4, and panel 5 shows the result once the model

is used to subtract out the telluric profile.
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(a) The normalization procedure (b) The telluric and stellar subtraction

Figure 2.5: Figures illustrating the reduction procedure for a sodium observation.
Panel 1 shows the raw data in the range of the sodium doublet. Panel 2 and 3 show
the continuum fit and the result once it is divided out. Panel 4 plots our solution to
the telluric contamination in the data range and panel 5 is the result once the model
is subtracted from the data. In panel 5 the ISM absorption can be identified a little
more easily, in panel 6 the stellar component is modeled and removed and two sodium
components can be seen in absorption near the rest wavelengths of the sodium doublet.
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The broad features remaining in the data are most likely stellar sodium ab-

sorption. The SIMBAD Astronomical Database can be queried for stellar radial

and rotational velocities (if known) which can then be used to help identify stellar

features in the data. If the position and width of the suspected stellar profile

matches the radial velocity and v sin i of the star (if known), then we can be sure

that the feature is stellar and can be modeled and removed. Stellar components,

like the one in Figure 2.5 are much wider than the ISM components, this is due to

the high surface temperatures of stars and high rotational velocities. Rotational

and thermal broadening causes stellar lines to be much wider than the cool, weak

ISM lines.

The final result of the reduction process is shown in panel 6 of Figure 2.5.

Here all non-ISM features have been removed and two weak signatures of ISM

absorption can be seen appearing near the rest wavelengths for D1 and D2. The

process of ISM absorption measurement is detailed in the next chapter.



Chapter 3

ISM Absorption Measurements

Much can be learned from analyzing the position, shape and depth of a par-

ticular ISM absorption profile. The position of the wavelength centroid tells us

the radial velocity of the cloud, determined with use of the Doppler effect and

information about its rest wavelength. The shape, or width of the profile gives us

information about the temperature and turbulent velocity of the cloud. Finally

the depth of the line tells us about the amount of absorbing material along the

line of sight.

3.1 Measuring ISM Absorption

ISM absorption measurements were made with the IDL program gismfit.pro

which has been tested and utilized for a wide variety of observations (Redfield &

Linsky 2002, 2004). The program uses a Marquart χ2 minimization technique

to fit Gaussian absorption profiles to the data. The program queries for initial

guesses for absorption centroid wavelength, width (or Doppler parameter) and log

column density. Initial guesses come from visual inspection of raw data plotted

in velocity space. The program then attempts to find absorption profiles in the

data near the input values, occasionally this process returns a poor fit but yields

better initial guesses. The fitting routine is repeated (altering initial guesses) until

a satisfactory fit is produced, and the reduced χ2 has reached a minimum.
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Figure 3.1: An F-Test sequence. Initially the ISM absorption was fit with one com-
ponent, additional components were added until either the rχ2 of each subsequent fit
stopped decreasing, or the fit failed the F-test meaning that the addition of the last
component is not a statistically significant improvement over the previous fit. For this
particular observation, the addition of the 4th component did not significantly improve
the rχ2. Single ISM components are plotted in color coded dashed lines, total fit in red.
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Each sightline was initially fit with one component unless visual inspection of

the raw data strongly suggested the presence of multiple clouds. After this initial

fit, guesses for additional components were fed into gismfit.pro to investigate

the possibility of multiple clouds. Each observation was then fit with an increasing

number of components until an F-test no longer warranted the addition. The F-

test is a method for comparing the quality of two fits to the same data using a

different number of free parameters (Bevington 2003). This is accomplished by

taking the ratio of the higher χ2 (corresponding to the worse fit and presumably

more free parameters) to the lower χ2 (corresponding to the better fit, and less

free parameters). With each addition of another component, the χ2 naturally goes

down since you are able to fit smaller and finer components, eventually a point is

reached when gismfit.pro begins to fit noise in the data, so the F-test is used

to determine if each addition of another component is statistically justified.

This process of a best-fit determination is illustrated in Figure 3.1. The form

of χ2 evaluated for each fit was the reduced χ2 (rχ2), which is the χ2 of the

fit divided by the number of free parameters used. Each of the four panels has

the same ISM absorption profile which is first fit with one component, then two,

three, and finally four individual ISM profiles. Each additional component was

statistically motivated by the F-test save for the addition of the 4th component.

So the final fit we used to describe this data set was three ISM clouds.

3.1.1 Multiple Instrument Resolution Fits

Occasionally a complex absorption profile’s fit was not endorsed by the F-

test, but a fit with more components was motivated due to other observations

of the same sightline. Other observations taken at higher resolutions were able
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Figure 3.2: HD28497 NaI absorption at two different resolutions. The top panel is
data taken with CS23 at a resolution of R ∼60,000, and the bottom panel was taken
with CS21 at a resolution of R ∼240,000. Most of the narrow absorbers seen in the
higher resolution observation fail to be resolved in the lower resolution observation.
However both these observations yielded the same measurement of total column density
(within the errors) along this particular sightline.
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to resolve the presence of narrow components that are otherwise indiscernible

at lower resolutions. Our data set contains a few sight lines along which the

ISM absorption was measured multiple times at different resolutions. In almost

all cases, the highest resolution observation was chosen to represent the ISM

absorption along the line of sight and measurements of cloud parameters were

based on that observation.

Figure 3.2 shows an example of ISM absorption towards the star HD28497

observed at two different resolutions. When running the fitting routine on the

high-resolution absorption spectra in the lower panel, gismfit.pro was able to

successfully fit 10 components validated by the F-test, while running the same

process on the lower-resolution data in the upper panel validated a fit consisting

of only 6 components. In both cases, the fit yields a measurement of total column

density that is the same (within the errors) for both observations: the CS23 total

column density for this particular observation was measured to be 11.948+0.014
−0.016 for

6 components and the CS21 fit yielded a total column density of 11.936+0.036
−0.060 for

10 components. It is encouraging that we arrive at the same total column density,

regardless of the resolution. Table 3.5 lists all observations taken at two or more

multiple resolutions.

Even our highest resolution fits are sometimes unable to fit the weakest com-

ponents in the data. Broad features, such as the broad, shallow, salmon-colored

component near ∼5890.4 Å in the bottom panel of Figure 3.2 are not necessarily

representative of the actual ISM absorption along that line of sight, rather we

think that it is a blend of several small absorption components too weak to be

resolved by our telescope instrumentation or fit by gismfit.pro.
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Table 3.1. Multiple Instrument Resolution Fits

HD Ion Components Instrument logN
# (cm−2)

30020 NaI 2 cs23 11.18 +0.09
−0.22

30020 NaI 2 cs21 11.13 +0.030
−0.038

30211 NaI 1 cs21 12.11 +0.14
−0.27

30211 NaI 2 cs23 12.01 +0.14
−0.48

33949 NaI 3 cs21 11.704 +0.017
−0.019

33949 NaI 3 uhrf 11.515 ±0.028
34085 NaI 5 cs12 11.684 ±0.0050
34085 NaI 4 cs23 11.671 +0.026

−0.035

34085 NaI 4 uhrf 11.524 ±0.0016
34085 NaI 6 cs21 11.664 +0.019

−0.027

32249 NaI 2 cs12 11.945 ±0.0052
32249 NaI 3 cs23 12.142 +0.050

−0.066

28497 NaI 10 cs21 11.936 +0.036
−0.060

28497 NaI 6 cs23 11.948 +0.014
−0.016

30211 CaII 1 cs12 11.489 ±0.0094
30211 CaII 2 cs21 11.73 ±0.11
30211 CaII 2 cs23 11.738 +0.019

−0.021

34085 CaII 5 cs12 11.507 ±0.0030
34085 CaII 5 cs23 11.48 +0.07

−0.13

34085 CaII 8 uhrf 11.549 ±0.011
34085 CaII 7 cs12 11.517 ±0.0042
32249 CaII 1 cs12 11.715 ±0.0091
32249 CaII 3 cs23 12.07 +0.10

−0.23

28497 CaII 5 cs21 12.202 +0.034
−0.047

28497 CaII 6 cs23 12.152 +0.043
−0.12
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3.2 Fits

Figures 3.3 through 3.19 are the F-test motivated, flux-normalized, best-fit

results of the fitting process for each sightline in the data set ordered by dis-

tance to each background star. Absorption spectra for each line in both sodium

and calcium doublets are plotted in black (if observations exist), each individual

absorption component is plotted in a dash-dot line and color coded to allow for

separate components to be easily distinguished from one another. Two Gaussian

profiles are plotted for each sodium line due to the hyper-fine nature of the D1

and D2 lines, while calcium has only one Gaussian profile per component. The fit

to the total absorption profile is plotted in red after it has been convolved with

the resolution of the instrument that the data were taken with. HD number and

distance to the target star are plotted at the top of each data set, specific line and

the number of components used in the fit are included in each plot.
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Figure 3.3: Best-fit result of our fitting procedure. Spectra is plotted in black, indi-
vidual components are color-coded and plotted with a dash-dot line. Total absorption
profile fit is plotted in red.
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Figure 3.4: Same as Figure 3.3
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Figure 3.5: Same as Figure 3.3
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Figure 3.6: Same as Figure 3.3
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Figure 3.7: Same as Figure 3.3
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Figure 3.8: Same as Figure 3.3
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Figure 3.9: Same as Figure 3.3
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Figure 3.10: Same as Figure 3.3
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Figure 3.11: Same as Figure 3.3
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Figure 3.12: Same as Figure 3.3
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Figure 3.13: Same as Figure 3.3
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Figure 3.14: Same as Figure 3.3



3. ISM Absorption Measurements 54

Velocity (km s-1)

N
or

m
al

iz
ed

 F
lu

x

Figure 3.15: Same as Figure 3.3
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Figure 3.16: Same as Figure 3.3
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Figure 3.17: Same as Figure 3.3
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Figure 3.18: Same as Figure 3.3
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Figure 3.19: Same as Figure 3.3
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3.3 Fit Results

Tables 3.2 through 3.5 tabulate the parameter results for each of the fits shown

in the previous section. Table 3.2 lists the properties of individual calcium compo-

nents seen in absorption towards each sightline ordered by distance. Instrument

used to obtain the data as well as component velocity, Doppler parameter, and

log column density are listed for each sightline. Table 3.3 tabulates the computed

total calcium column density along each sightline, where we can begin to see the

first suggestion of an overall trend in increasing total column density with dis-

tance. Table 3.4 is the same component-by-component break down of individual

sodium absorption component values for velocity, Doppler parameter and log col-

umn density. The general increase in column density with distance becomes much

more apparent in Table 3.5 where total column density per sightline is listed for

the sodium data.



3. ISM Absorption Measurements 60

Table 3.2. Ca II ISM Fit Parameters for Targets along the Past Solar Trajectory

HD Component Instrument v b logN
# # (km s−1) (km s−1) (cm−2)

28843 1 cs21 –6.212 ± 0.21 2.90 ± 0.95 11.25 +0.13
−0.19

28843 2 cs21 22.13 ± 0.93 2.7 ± 1.1 11.451 +0.073
−0.089

28843 3 cs21 31.2 ± 2.4 5.6 ± 2.6 11.5 +0.3
−1.2

29554 1 cs23 7.8 ± 4.1 19.3 ± 4.5 11.32 +0.11
−0.12

29554 2 cs23 22.548 ± 0.091 3.65 ± 0.20 11.117 +0.011
−0.011

32468 1 cs21 17.01 ± 0.86 2.548 ± 0.032 11.29 +0.15
−0.20

32468 2 cs21 23.10 ± 0.47 4.3 ± 5.1 11.36 ±0.41
28208 1 cs23 23.8 ± 1.6 7.3 ± 1.1 11.30 +0.19

−0.33

29851 1 cs23 23.36 ± 0.36 6.2 ± 3.9 11.26 +0.14
−0.20

30211 1 cs12 24.715 ± 0.037 2.055 ± 0.041 11.489 ±0.0094
34503 1 cs12 23.266 ± 0.091 1.80 ± 0.13 10.681 ±0.021
34503 2 cs12 30.23 ± 0.11 1.64 ± 0.14 10.562 ±0.028
28980 1 cs23 13.15 ± 0.95 10.2 ± 2.6 11.31 +0.12

−0.17
33949 1 uhrf 15.08 ± 0.42 2.45 ± 0.58 10.516 ±0.076
33949 2 uhrf 23.46 ± 0.25 2.32 ± 0.34 10.693 ±0.058
33949 3 uhrf 32.00 ± 0.34 1.38 ± 0.67 10.391 ±0.081
29248 1 cs12 23.190 ± 0.015 0.912 ± 0.016 11.213 ±0.0057
30050 1 cs23 11.0 ± 2.2 14.5 ± 3.0 12.305 +0.061

−0.071

30050 2 cs23 23.75 ± 0.83 3.5 ± 1.7 11.65 +0.21
−0.44

30535 1 cs23 –2.06 ± 0.19 9.07 ± 0.90 12.159 +0.021
−0.022

30535 2 cs23 18.56 ± 0.41 10.70 ± 0.61 12.227 +0.032
−0.034

31512 1 cs23 2.9 ± 1.2 3.82 ± 0.90 10.87 +0.10
−0.12

31512 2 cs23 20.33 ± 0.45 6.5 ± 2.2 11.25 +0.12
−0.16

27563 1 cs23 21.21 ± 0.18 3.2 ± 2.3 11.18 +0.13
−0.18

31089 1 cs23 11.98 ± 0.57 20.3 ± 4.6 12.180 +0.017
−0.017

31089 2 cs23 18.70 ± 0.17 6.58 ± 0.37 12.236 +0.026
−0.027

33224 1 cs23 15.22 ± 0.40 5.7 ± 1.9 11.42 +0.13
−0.19

33224 2 cs23 20.6 ± 1.4 11.7 ± 1.6 11.57 +0.13
−0.14

34085 1 uhrf –29.20 ± 0.061 1.645 ± 0.076 10.157 ±0.019
34085 2 uhrf –19.48 ± 0.45 2.27 ± 0.37 10.241 ±0.089
34085 3 uhrf –15.32 ± 0.071 2.201 ± 0.085 10.834 ±0.036
34085 4 uhrf –0.271 ± 0.024 2.312 ± 0.032 10.871 ±0.0052
34085 5 uhrf 9.389 ± 0.019 1.790 ± 0.026 10.857 ±0.0061
34085 6 uhrf 17.898 ± 0.076 1.765 ± 0.095 10.441 ±0.021
34085 7 uhrf 22.867 ± 0.060 2.56 ± 0.11 10.698 ±0.014
34085 8 uhrf 30.238 ± 0.076 2.73 ± 0.11 10.479 ±0.015
29009 1 cs23 0.81 ± 0.59 3.5 ± 2.0 10.81 +0.20

−0.37

29009 2 cs23 19.52 ± 0.18 3.53 ± 0.57 10.87 +0.23
−0.53

32249 1 cs12 14.03 ± 0.15 9.19 ± 0.22 11.715 ±0.0091
30332 1 cs23 8.4 ± 1.5 6.01 ± 0.68 11.448 +0.032

−0.033

30332 2 cs23 24.35 ± 0.22 6.5 ± 2.0 11.499 +0.058
−0.067

31726 1 cs23 –7.60 ± 0.57 5.1 ± 1.9 11.33 +0.12
−0.17

31726 2 cs23 18.57 ± 0.78 11.15 ± 0.50 12.108 +0.055
−0.063

34816 1 cs12 8.61 ± 0.21 17.65 ± 0.28 12.086 ±0.0062
26994 1 cs23 –4.70 ± 0.25 4.02 ± 0.43 11.68 +0.10

−0.13

26994 2 cs23 5.542 ± 0.047 5.35 ± 0.34 11.913 +0.025
−0.027

26994 3 cs23 2.60 ± 0.97 15.2 ± 1.9 11.78 +0.11
−0.15

30076 1 cs23 –20.40 ± 0.12 1.38 ± 0.88 11.31 +0.29
−0.48

30076 2 cs23 –14.01 ± 0.86 5.0 ± 1.1 11.70 +0.10
−0.10

30076 3 cs23 0.36 ± 0.77 4.4 ± 1.2 11.051 +0.048
−0.051

30076 4 cs23 13.50 ± 0.38 3.20 ± 0.89 11.330 +0.072
−0.080

30076 5 cs23 20.43 ± 0.72 1.10 ± 0.24 10.74 +0.12
−0.16

30076 6 cs23 26.82 ± 0.25 7.45 ± 0.73 11.703 +0.032
−0.032

30076 7 cs23 46.73 ± 0.79 5.85 ± 0.94 11.291 +0.023
−0.024
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Table 3.2 (cont’d)

HD Component Instrument v b logN
# # (km s−1) (km s−1) (cm−2)

30679 1 cs23 –14.5 ± 1.5 4.80 ± 0.43 11.816 +0.021
−0.022

30679 2 cs23 24.0 ± 3.8 7.1 ± 2.2 11.38 +0.13
−0.18

30963 1 cs23 –12.47 ± 0.092 13.07 ± 0.24 11.909 +0.029
−0.031

30963 2 cs23 14.4 ± 1.9 16.89 ± 0.71 12.206 +0.042
−0.047

28497 1 cs23 –26.41 ± 0.019 2.18 ± 0.82 11.06 +0.15
−0.23

28497 2 cs23 –11.3 ± 2.6 5.1 ± 1.0 11.858 +0.045
−0.051

28497 3 cs23 –10.2 ± 4.9 3.10 ± 0.69 11.27 +0.26
−0.75

28497 4 cs23 10.81 ± 0.20 4.9 ± 1.6 11.151 +0.086
−0.099

28497 5 cs23 20.53 ± 0.46 4.70 ± 0.46 11.18 +0.11
−0.12

28497 6 cs23 29.55 ± 0.67 3.00 ± 0.12 11.015 +0.039
−0.040
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Table 3.3. Ca II ISM Fit Parameters Total Column Density Per Sightline

HD Components Instrument logN
# (cm−2)

33111 uhrf <10.6
26574 cs23 <11.1
33904 uhrf <10.4
27861 cs21 <11.1
31109 cs23 <11.5
29573 cs21 <11.4
33802 cs21 <10.5
32045 cs21 <11.7
30127 cs21 <11.1
34863 cs21 <11.0
32996 cs23 <10.8
28843 3 cs21 11.91 ±0.11
29554 2 cs23 11.534 +0.061

−0.084
32468 2 cs21 11.63 ±0.19
28208 1 cs23 11.30 +0.15

−0.63

29851 1 cs23 11.26 +0.12
−0.27

30211 1 cs12 11.489 ±0.0094
34503 2 cs12 10.927 ±0.017
28980 1 cs23 11.31 +0.10

−0.22
33949 3 uhrf 11.028 ±0.040
29248 1 cs12 11.213 ±0.0057
30050 2 cs23 12.39 +0.06

−0.11

30535 2 cs23 12.496 +0.019
−0.022

31512 2 cs23 11.40 +0.08
−0.14

27563 1 cs23 11.18 +0.11
−0.23

31089 2 cs23 12.510 +0.015
−0.017

33224 2 cs23 11.80 +0.08
−0.14

34085 8 uhrf 11.549 ±0.011
29009 2 cs23 11.14 +0.13

−0.63
32249 1 cs12 11.715 ±0.0091
30332 2 cs23 11.775 +0.033

−0.041

31726 2 cs23 12.175 +0.047
−0.064

34816 1 cs12 12.086 ±0.0062
26994 3 cs23 12.277 +0.043

−0.064

30076 7 cs23 12.253 +0.043
−0.069

30679 2 cs23 11.952 +0.036
−0.055

30963 2 cs23 12.384 +0.029
−0.034

28497 6 cs23 12.15 +0.04
−0.12
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Table 3.4. Na I ISM Fit Parameters for Targets along the Past Solar Trajectory

HD Component Instrument v b logN
# # (km s−1) (km s−1) (cm−2)

28763 1 cs21 15.491 ± 0.050 1.302 ± 0.040 10.759 +0.0041
−0.0042

30020 1 cs21 13.088 ± 0.065 0.492 ± 0.096 10.741 +0.0045
−0.0046

30020 2 cs21 20.810 ± 0.074 1.00 ± 0.36 10.906 +0.053
−0.060

28843 1 cs21 –6.13 ± 0.23 0.58 ± 0.89 10.590 +0.086
−0.11

28843 2 cs21 23.08 ± 0.21 4.78 ± 0.96 11.466 +0.079
−0.096

28843 3 cs21 23.148 ± 0.049 0.78 ± 0.14 12.13 +0.15
−0.22

29554 1 cs23 18.639 ± 0.045 0.482 ± 0.057 11.089 +0.028
−0.030

29554 2 cs23 21.58 ± 0.11 1.43 ± 0.13 12.183 +0.049
−0.056

32468 1 cs21 16.657 ± 0.090 1.61 ± 0.15 11.197 +0.019
−0.020

32468 2 cs21 23.45 ± 0.24 1.96 ± 0.85 11.04 +0.10
−0.14

28208 1 cs23 20.603 ± 0.048 2.05 ± 0.21 11.857 +0.035
−0.038

29851 1 cs23 19.362 ± 0.051 1.53 ± 0.21 11.794 +0.044
−0.049

30211 1 cs21 23.419 ± 0.030 0.83 ± 0.13 12.11 +0.16
−0.20

34503 1 cs21 14.783 ± 0.045 0.63 ± 0.37 9.9560 +0.037
−0.040

34503 2 cs21 22.741 ± 0.0067 1.130 ± 0.018 11.107 +0.0058
−0.0059

34503 3 cs21 22.487 ± 0.035 5.95 ± 0.14 10.889 +0.021
−0.022

28980 1 cs23 20.29 ± 0.14 1.91 ± 0.70 11.40 +0.10
−0.14

33949 1 cs21 16.474 ± 0.067 1.622 ± 0.064 10.921 +0.015
−0.016

33949 2 cs21 22.755 ± 0.052 0.337 ± 0.025 11.330 +0.030
−0.032

33949 3 cs21 23.772 ± 0.067 2.10 ± 0.13 11.320 +0.029
−0.031

30050 1 cs23 23.912 ± 0.024 2.21 ± 0.22 12.33 +0.10
−0.11

28377 1 cs23 –28.11 ± 0.70 4.51 ± 0.36 10.853 +0.093
−0.12

28377 2 cs23 13.40 ± 0.46 2.30 ± 0.36 10.777 +0.021
−0.022

30535 1 cs23 –2.45 ± 0.51 7.55 ± 0.93 11.207 +0.047
−0.053

30535 2 cs23 19.33 ± 0.17 5.82 ± 0.22 11.449 +0.0095
−0.0097

30535 3 cs23 23.22 ± 0.20 1.18 ± 0.37 10.918 +0.084
−0.10

31512 1 cs23 –13.45 ± 0.25 1.62 ± 0.80 10.29 +0.11
−0.16

31512 2 cs23 –0.370 ± 0.25 2.43 ± 0.84 10.462 +0.055
−0.063

31512 3 cs23 19.7 ± 1.3 8.41 ± 2.0 10.90 +0.15
−0.24

31512 4 cs23 22.80 ± 0.36 0.49 ± 0.87 11.60 +0.26
−0.36

27563 1 cs23 –6.36 ± 0.51 5.8 ± 3.7 10.54 +0.14
−0.22

27563 2 cs23 19.19 ± 0.22 0.48 ± 0.19 12.11 ±0.81
27563 3 cs23 18.893 ± 0.094 2.53 ± 0.67 11.59 +0.27

−0.77

31089 1 cs23 17.006 ± 0.039 1.73 ± 0.20 11.832 +0.039
−0.043

31089 2 cs23 17.4 ± 2.0 11.67 ± 0.30 11.495 +0.081
−0.10

31089 3 cs23 22.58 ± 0.37 2.40 ± 0.75 11.04 +0.10
−0.13

33224 1 cs23 15.11 ± 0.12 1.00 ± 0.15 11.729 +0.037
−0.040

33224 2 cs23 17.512 ± 0.067 4.84 ± 0.12 11.815 +0.0033
−0.0033

34085 1 cs12 0.5458 ± 0.054 3.524 ± 0.066 10.924 ±0.0095
34085 2 cs12 9.4294 ± 0.075 5.23 ± 0.17 10.972 ±0.011
34085 3 cs12 18.941 ± 0.011 2.310 ± 0.019 11.263 ±0.0030
34085 4 cs12 24.450 ± 0.021 1.73 ± 0.48 10.815 ±0.0099
34085 5 cs12 30.46 ± 0.10 4.13 ± 0.14 10.753 ±0.011
29009 1 cs23 0.9 ± 1.0 5.8 ± 1.2 10.658 +0.015

−0.016

29009 2 cs23 18.3 ± 1.0 1.49 ± 0.72 10.76 +0.25
−0.67

29009 3 cs23 22.36 ± 0.21 1.80 ± 0.29 11.685 +0.042
−0.046

28262 1 cs23 20.085 ± 0.048 2.37 ± 0.21 12.223 +0.074
−0.077

32249 1 cs12 18.484 ± 0.017 1.541 ± 0.031 11.869 ±0.0052
32249 2 cs12 22.697 ± 0.045 0.861 ± 0.081 11.152 ±0.017
30332 1 cs23 5.79 ± 0.50 8.3 ± 1.0 11.134 +0.044

−0.049

30332 2 cs23 24.23 ± 0.27 2.33 ± 0.45 11.85 +0.11
−0.13

30332 3 cs23 27.49 ± 0.21 0.318 ± 0.093 11.441 +0.060
−0.069

31726 1 cs23 –5.63 ± 0.17 4.19 ± 0.49 10.961 +0.027
−0.029

31726 2 cs23 8.36 ± 0.64 5.09 ± 0.44 11.400 +0.045
−0.050



3. ISM Absorption Measurements 64

Table 3.4 (cont’d)

HD Component Instrument v b logN
# # (km s−1) (km s−1) (cm−2)

31726 3 cs23 14.543 ± 0.012 1.04 ± 0.51 11.82 +0.12
−0.17

31726 4 cs23 21.2 ± 2.3 8.9 ± 1.6 11.33 +0.12
−0.16

34816 1 cs12 23.208 ± 0.066 2.14 ± 0.11 11.184 ±0.016
26994 1 cs23 –5.44 ± 0.24 1.71 ± 0.49 11.393 +0.036

−0.039
26994 2 cs23 3.22 ± 0.33 0.60 ± 0.12 11.97 ±0.38
26994 3 cs23 5.00 ± 0.26 4.13 ± 0.34 12.092 +0.061

−0.072

32612 1 cs23 –15.5 ± 1.1 2.4 ± 2.4 10.42 +0.11
−0.11

32612 2 cs23 –4.1 ± 1.8 4.57 ± 0.97 10.52 +0.10
−0.11

32612 3 cs23 8.01 ± 0.35 6.12 ± 0.86 11.099 +0.064
−0.073

32612 4 cs23 15.86 ± 0.20 1.65 ± 0.44 11.175 +0.068
−0.072

32612 5 cs23 21.14 ± 0.45 1.64 ± 0.46 11.13 +0.13
−0.18

32612 6 cs23 26.89 ± 0.28 3.65 ± 0.45 11.15 +0.11
−0.15

30076 1 cs23 –20.29 ± 0.18 1.56 ± 0.18 10.980 +0.057
−0.065

30076 2 cs23 –14.91 ± 0.45 4.96 ± 0.71 11.259 +0.067
−0.079

30076 3 cs23 –0.3 ± 3.1 4.9 ± 2.8 10.34 +0.24
−0.32

30076 4 cs23 9.69 ± 0.94 3.3 ± 1.9 10.751 +0.086
−0.095

30076 5 cs23 22.22 ± 0.12 0.616 ± 0.051 12.218 +0.037
−0.041

30076 6 cs23 24.61 ± 0.40 4.86 ± 0.41 12.089 +0.024
−0.024

30679 1 cs23 –19.04 ± 0.16 2.4 ± 1.2 11.059 +0.096
−0.12

30679 2 cs23 –11.49 ± 0.37 4.54 ± 0.43 11.335 +0.019
−0.019

30679 3 cs23 15.37 ± 0.82 5.25 ± 0.31 10.853 +0.030
−0.032

30679 4 cs23 22.931 ± 0.022 2.6 ± 1.0 11.072 +0.069
−0.074

30963 1 cs23 –24.2 ± 1.8 1.5 ± 1.1 10.268 +0.050
−0.050

30963 2 cs23 –13.64 ± 0.53 5.25 ± 0.28 10.727 +0.074
−0.090

30963 3 cs23 11.56 ± 0.33 18.97 ± 0.77 11.503 +0.069
−0.082

30963 4 cs23 21.411 ± 0.026 1.56 ± 0.16 11.433 +0.038
−0.041

27436 1 cs23 –39.1 ± 2.9 11.8 ± 2.3 11.201 +0.093
−0.10

27436 2 cs23 –12.3 ± 5.9 17. ± 10. 11.46 +0.38
−1.1

27436 3 cs23 17.3 ± 7.5 11.0 ± 6.5 11.30 +0.36
−0.68

27436 4 cs23 17.375 ± 0.055 2.39 ± 0.40 12.24 +0.10
−0.11

28497 1 cs21 –26.21 ± 0.080 2.03 ± 0.52 10.767 +0.074
−0.089

28497 2 cs21 –15.3 ± 1.6 3.75 ± 0.71 10.74 +0.31
−0.50

28497 3 cs21 –12.15 ± 0.13 1.8 ± 1.1 10.85 +0.19
−0.33

28497 4 cs21 –6.909 ± 0.057 2.49 ± 0.51 11.23 +0.11
−0.14

28497 5 cs21 –1.2 ± 1.7 3.34 ± 0.55 10.62 +0.16
−0.27

28497 6 cs21 6.494 ± 0.054 0.21 ± 0.34 10.66 +0.14
−0.22

28497 7 cs21 11.09 ± 0.44 6.32 ± 0.45 11.357 +0.044
−0.049

28497 8 cs21 21.57 ± 0.27 0.38 ± 0.24 10.524 +0.044
−0.049

28497 9 cs21 23.5 ± 1.0 8.1 ± 1.2 11.045 +0.062
−0.073

28497 10 cs21 31.022 ± 0.045 0.94 ± 0.11 10.710 +0.0070
−0.0071
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Figure 3.20: Distribution of cloud velocities from the sodium (left) and calcium (right)
data. Both data sets reveal a proportionally large spike near ∼ 20 km s−1. Median
velocity for the entire sodium data set is 17.3 km s−1, and 15.2 km s−1 for calcium.

3.4 Histograms

To get a sense of the overall characteristics of the ISM clouds in our Sun’s

recent history, we construct histograms of the three parameters of our clouds for

the sodium and calcium data: component velocity, Doppler parameter, and log

column density.

Velocity Histograms

The left side of Figure 3.20 is a histogram of the velocities for the entire set

of individual sodium components and the same plot for the calcium data is on

the right. Both the sodium and calcium component velocities range from approx-

imately –40 km s−1 to +40 km s−1. Calcium components tended to be broader

(higher temperatures) or blends of components too weak to resolve individually,

this could explain why there are fewer overall components in the calcium his-
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Table 3.5. Na I ISM Fit Parameters Total Column Density Per Sightline

HD Number of Instrument logN
# Components (cm−2)

33111 uhrf <9.9
30743 cs21 <10.3
26574 cs23 <10.8
33904 cs12 <10.8
27861 cs21 <10.2
31109 cs23 <10.5
29573 cs21 <10.2
33802 cs21 <10.0
32964 cs23 <10.4
32045 cs21 <10.7
30127 cs21 <10.2
34863 cs21 <10.5
27925 cs23 <10.5
32996 cs23 <10.2
29173 cs23 <10.2
28763 1 cs21 10.759 +0.0041

−0.0042

30020 2 cs21 11.132 +0.030
−0.036

28843 3 cs21 12.22 +0.11
−0.23

29554 2 cs23 12.216 +0.043
−0.055

32468 2 cs21 11.428 +0.042
−0.062

28208 1 cs23 11.857 +0.034
−0.040

29851 1 cs23 11.794 +0.042
−0.052

30211 1 cs21 12.11 +0.14
−0.27

34503 3 cs21 11.331 +0.0084
−0.0090

28980 1 cs23 11.395 +0.093
−0.16

33949 3 cs21 11.704 +0.017
−0.019

30050 1 cs23 12.326 +0.091
−0.13

28377 2 cs23 11.118 +0.048
−0.070

30535 3 cs23 11.720 +0.020
−0.024

31512 4 cs23 11.72 +0.16
−0.43

27563 3 cs23 12.23 ±0.38
31089 3 cs23 12.041 +0.034

−0.043

33224 2 cs23 12.075 +0.016
−0.019

34085 5 cs12 11.684 ±0.0050
29009 3 cs23 11.769 +0.040

−0.083

28262 1 cs23 12.223 +0.068
−0.085

32249 2 cs12 11.945 ±0.0052
30332 3 cs23 12.051 +0.064

−0.090

31726 4 cs23 12.083 +0.065
−0.11

34816 1 cs12 11.184 ±0.016
26994 3 cs23 12.38 ±0.13
32612 6 cs23 11.786 +0.042

−0.062

30076 6 cs23 12.510 +0.021
−0.024

30679 4 cs23 11.716 +0.027
−0.034

30963 4 cs23 11.820 +0.035
−0.046

27436 4 cs23 12.376 +0.083
−0.22

28497 10 cs21 11.936 +0.036
−0.059
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togram. The high frequency of components found around 22 or 23 km s−1 in

both sets of data suggests that there is a large amount of material nearby moving

away from us at that speed. If there is a cloud nearby, it would likely be seen in

absorption towards all stars at increasing distances.

Doppler Parameter Histograms

Figure 3.21: Distribution of Doppler parameters for the complete sample of absorption
components as determined from the fits. Median Doppler parameter for the sodium data
is 2.3 km s−1 and for the calcium 4.4 km s−1.

The preponderance of ISM components moving at 23 km s−1 are typically

narrow, cool components, which is why we see a larger number of ISM components

with Doppler parameters of 3 km s−1 or less. The ionization potential of sodium

means it probes slightly cooler temperatures, which is another reason why we see

more narrow components in the sodium data. The high Doppler parameter tail in

both the sodium and calcium histograms are a reflection of our inability to resolve

the weakest components in the ISM. As a result, multiple weak absorbers that are

likely present are blended into broad shallow components. While such blends may
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mask the true number of absorbers, the total column density remains the same.

Column Density Histograms

Figure 3.22: Column density distribution for the sodium and calcium data sets, color-
coded by instrument. Median sodium column density is 11.2 cm−2 and 11.3 cm−2 for
calcium. Vertical lines depict each instrument’s sensitivity limit.

Figure 3.22 shows the frequency of observed individual component column

densities determined from our fitting routine. Distinction here is made between

observations with different instrument resolutions since each suffers a different sen-

sitivity limit, shown by the vertical dashed lines named for each instrument. The

number of weak absorbers is likely underestimated due to our inability to resolve

the shallow, broad components into the more likely small individual absorption

profiles.

3.5 Apparent Optical Depth

Savage & Sembach (1991) developed a method for analyzing interstellar ab-

sorption by converting absorption line profiles into profiles of apparent optical
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depth, τa(v), and apparent column density, Na(v), per unit velocity. The value

of the method lies in its ability to quickly provide a diagnostic of the velocity

structure of some absorbing medium.

Apparent optical depth as a function of wavelength is obtained from Equation

3.1 where I0(λ) is our normalized flux continuum (1 in our case), and Iobs(λ) is

the absorption line profile for a particular observation.

τa(λ) = ln

�
I0(λ)

Iobs(λ)

�
(3.1)

Apparent optical depth is different from true optical depth in that the apparent

optical depth has been blurred by the resolution of the instrument used to take

the data. However, the apparent optical depth is a good approximation of the

true optical depth when the instrument resolution is very high, the continuum is

well defined, and the measurements have a high signal to noise ratio. When these

conditions are met, τa(λ) ≈ τ(λ), and we can make use of the relation between

true optical depth and column density:

τ(λ) =
πe2

mec2
fλ2N(λ) (3.2)

Total column density can be found from N =
�
N(λ)dλ and expressing total

column density as a function of velocity, we can solve for Equation 3.2 for N(v)

and integrating, giving:

N =
mec

πe2fλ

�
ln
I0(v)

I(v)
dv (3.3)

Where me is the mass of an electron, f is the transition oscillator strength, c is

the speed of light, and λ is wavelength in Ångstroms. Apparent optical depth per
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unit velocity as a function of distance is plotted in Figures 3.23 for the sodium data

and 3.24 for the calcium data. For these plots, the sodium and calcium column

densities have been translated into hydrogen column densities, this process will

be explained in the next chapter.

In the sodium apparent optical depth plot (Figure 3.23), we see the edge of the

Local Bubble at roughly 120 parsecs, shortly thereafter there is a strong absorption

feature at ∼23 km s−1 which is frequently seen in absorption profiles at increasing

distances. This suggests that there is a cloud near the edge of the Local Bubble

taking up a significant portion of the stellar sample area, that is why it is seen in

absorption profiles at greater distances. Occasionally this component disappears

altogether, such as the absorption profile seen at around 375 parsecs where there

is no absorption around 23 km s−1, suggesting that the cloud is not present along

this particular sight line.

Components seen in the calcium apparent optical depth plot (Figure 3.24) are

much broader since calcium probes slightly higher temperatures. Similar to the

sodium data, calcium has a number of absorption components near 23 km s−1,

but also a few at negative velocities.
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Figure 3.23: Apparent optical depth profile determined from the sodium data plotted
at the distance to each sightline, marked by black horizontal bars. Distance to targets
is plotted along the left y-axis and timeline of interaction based on current values of the
solar motion is plotted along the right y-axis.
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Figure 3.24: Same as Figure 3.23 plotted for the calcium data.



Chapter 4

Results

The apparent optical depth profiles in the previous chapter (Figures 3.23 and

3.24) were a first attempt at a visual representation of the overall data set. Next,

taking the total column densities listed in Tables 3.3 and 3.5, we can create a

column density profile and subsequently a volume density profile which will allow

us to place distance constraints on the locations of individual ISM clouds. In

Chapter 5, we will use the ISM cloud parameters derived here to explore their

potential influence on the size and shape of our heliosphere. Ultimately we will

discuss possible implications that an encounter with these ISM clouds will have

for the GCR flux at 1 AU.

4.1 Column Density Profile

Using the column density data in Tables 3.3 and 3.5, I have plotted total

column density as a function of distance to create a column density profile, see

Figures 4.1 and 4.2. The closest measurements of ISM sample the truly “local”

ISM: relatively low-density, high temperature cloudlets located within the Local

Bubble. Our measurements of sodium and calcium are insensitive to these weak

column densities and as a result, our observations of the ISM within roughly 120

parsecs provide only upper limits on column density.

The region of upper limits is roughly the same for both the sodium and cal-
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Figure 4.1: Calcium column density profile as a function of distance. Calcium has
significantly more scatter in the measurements of column density than the sodium data,
however we do see the sudden encounter of high column densities found between 100
and 200 parsecs from the Sun, which is reflected in the sodium data as well. Errors in
distance are from Hipparcos parallax measurements. Data is shown for 49 stars between
25 and 500 parsecs, median distance between stars in 5 parsecs. 11 ISM absorption
measurements inside the Local Bubble resulted in column density upper limits.
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Figure 4.2: Sodium column density profile as a function of distance. First detection
of cold, dense ISM lies at roughly 120 parsecs, consistent with measurements made
by Lallement et al. (2003). At this distance we see a sharp sudden increase in NaI
column density corresponding to the edge of the Local Bubble. This increase is also
seen in the calcium density profile though not as dramatically. Errors in distance are
from Hipparcos parallax measurements. Data is shown for 49 stars between 25 and 500
parsecs, median distance between stars in 5 parsecs. 15 ISM absorption measurements
inside the Local Bubble resulted in column density upper limits.
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cium observations. At around 120 to 130 parsecs, we see a sharp sudden increase

in column density which corresponds to the edge of the Local Bubble. Our mea-

surements of the distance to this edge are in agreement with Lallement et al.

(2003) who did an all sky survey of interstellar neutral sodium out to a distance

of 500 parsecs. This sharp rise is most apparent in the sodium column density

profile but is also seen in the calcium data. Often the calcium observations have

much lower S/N, this is one possible explanation for the greater amount of scatter

and relatively larger error bars on calcium column density. The error in the dis-

tance measurements are from Hipparcos parallax measurements, for this reason,

the error bars tend to grow with distance as parallax becomes more difficult to

measure.

The spread in column densities at any given distance might be explained in a

couple of different ways and is likely an indication that we are observing small scale

structure within the ISM. The scatter in the measurements of column density most

likely arise from the fact that we are not looking along one line of sight, instead

we are observing a volume of stars in a cone of about 20◦ in diameter. Figure 4.3

illustrates the angular distribution of our sight lines. Stars on the left side of our

distribution could reveal some absorption from an intervening cloud that might

not be present in sight lines towards stars on the right side of our distribution. This

is why the total column density appears to decrease with distance occasionally.

This angular separation of sight lines can also be used to explain the apparent

disappearing and reappearing of absorbing components in the apparent optical

depth profiles presented in the previous chapter (Figures 3.23 and 3.24).

To investigate the degree with which spatial separation might be affecting our

data, we take two approaches: first we narrow our cone of sample stars to smaller

regions immediately surrounding the path of the Sun’s historical trajectory, sec-
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Figure 4.3: Angular distribution of the complete sample of stars, projected on the sky.
Size of circle is inversely proportional to distance. The angular separation between two
stars in some cases could be as great as 50 parsecs.

ondly we explore the variation in total column densities in distinct distance regions

along the historical path of the Sun.

4.1.1 Cone Restriction

To decrease the possibility of probing many different clouds, we can narrow our

sample of stars to only those that are in a smaller cone centered on the direction

of the solar motion’s past (Galactic longitude: l0 = 207.70◦ and galactic latitude:

b0 = −32.41◦). If we were to restrict our cone to smaller angles, we might see

this spread in column densities tighten up since we would be sampling ISM with

stellar sight lines that are not as spatially separated. We split the cone up into

3 annuli of increasing radii: instead of considering all stars within 10 degrees of

l0, b0 we limited our measurements to sight lines within 6.6◦ and finally 3.3◦ of

l0, b0. Figure 4.4a shows a map of these angular bins. Each sightline is color-

coded according to the angular region it belongs to. Figure 4.4b shows the total
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(a) (b)

Figure 4.4: (a) Sight lines colored according to angular bin membership. Distance to
star indicated by size of symbol. (b) Sight lines plotted as total spatial separation from
l0, b0 as a function of distance. Stars within 3.3◦ of the center belong to the orange bin,
stars between 3.3◦ and 6.6◦ belong to the red bin, and stars greater than 6.6◦ away from
the center belong to the blue bin.

deviation from l0, b0 as a function of distance and each shaded region is colored

to match the corresponding angular bin.

In Figure 4.5 we have re-plotted the column density profiles with each data-

point color-coded according to the angular bin it resides in. In some regions the

orange dots (corresponding to the smallest angular bin) show less variation in

column densities while at other distances the scatter is still quite large. Review-

ing the sodium data in particular: between 200 and 300 parsecs, the orange data

points exhibit the smallest amount of column density variation, but between 400

and 500 parsecs, they show the greatest amount of variation.

These plots serve to support our suspicion that we are seeing small scale struc-

ture outside the Local Bubble, clouds on the order of a few tens of parsecs across.

Clouds of this size could explain why a measurement of high column density could

be immediately followed by another measurement that is a full order of magni-

tude lower in column density, but only 10 parsecs farther beyond in distance. The
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(a) (b)

Figure 4.5: Color coding of our column density measurements for sodium (a), and
calcium (b), according to the angular regions set up and described in Figure 4.4.

physical separation of these two sight lines might be as great as 50 parsecs.

4.1.2 Distance Slices

Another way to explore possible causes for the large amount of variation in

column density is to make cuts in distance rather than angular separation. To

accomplish this, we began at the edge of the Local Bubble and made cuts in

distance starting at 150, 200, 250 and 350 parsecs for the sodium data. These

distance ranges were chosen around specific sight lines that exhibited large differ-

ences in column density. Our hopes were that plots of column densities at different

distance slices would reveal trends in column density across a slice, which could

represent an intervening cloud at some distance. Our last two distance bins were

much larger than the others because they both had significantly fewer sight lines.

Plots of each distance slice, the sight lines within, and their column densities

are shown in Figure 4.6. In some distance regions such as the one containing

stellar sources between 250 and 350 parsecs, we do see a gradual increase in

column density from the bottom left to the upper right region of the plot.
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Figure 4.6: Distance bins showing the spatial variation in sodium column density
across the cone containing our stellar sight lines. Each circle corresponds to a star
residing within the distance bin indicated to the lower right of each plot. Column
density starts out at 10.759 cm−2 for the blue symbol in the nearest distance bin,
increasing towards a high column density of 12.51 cm−2 for the dark orange dot near
the center of the furthest distance bin.
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4.2 Developing a Monotonic Profile

Before we can make any calculations concerning the density of the ISM the

Sun has passed through in the past 40 Myrs, corresponding heliosphere size and

its effects on the cosmic ray flux at 1 AU, our column density profile needs to

be converted into a volume density profile. A volume density profile will allow

us to quantify the regions over which large increases in column density occur.

Increases like this should correspond to an encounter with large amounts of ab-

sorbing medium. The volume density profile will also give us more information

about regions where there is relatively little increase in column density.

If we are comparing the absorption profile of two adjacent stars, and we see an

absorption feature in the data for the more distant star which was absent from the

star immediately preceding it, we can then make estimates on the location of the

absorbing material since it necessarily needs to reside between the two stars. If

however, we see no significant increase in absorbing material between two adjacent

stars, we can assume that not much material is present between the two stars.

To make this calculation, first we need a model to quantify the increase in total

column density as a function of distance. This fit is required to be monotonically

increasing and has to start out below our column density limits inside the Local

Bubble. Two approaches were taken to develop a fit to the data.

4.2.1 Boltzmann Method

The Boltzmann fit is a sigmoidal function with a linear x scale. Sigmoids are

used to describe the progression of a variety of natural processes from low starting

values that increase to a higher maximum values with time (Simmons 1996). There
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seems to be no physical reason that the increase in column density with distance

should behave like a sigmoid, however the data has a similar appearance to a

Boltzmann function: starting from the low upper-limits on column density inside

the Local Bubble, through the sharp increase in column density seen at a distance

of ∼120 parsecs, to somewhat of a plateau of high column densities from about 300

parsecs and beyond. Fortunately for our purposes, the Boltzmann fit is defined

to be monotonically increasing, and is not entirely unphysical since we want to

describe the overall trend in increasing column densities. However this method

will be insensitive to sharp increases in density due to the possible occurrence of

small individual clouds.

The IDL routine amoeba was used to fit a series of Boltzmann functions to

the data. amoeba is a downhill simplex method for minimizing a function. In our

case, the function we wanted to minimize was a χ2 evaluation of the quality of the

Boltzmann fit to the data. Equation 4.1 is the form of the fit used for this process.

A1 is the initial value or the lower horizontal asymptote, A2 is the final value or

the upper horizontal asymptote, x0 is the center of the rise (or point of inflection),

and dx is the width of the inflection area. amoeba was fed initial guesses for all

four parameters, these guesses were made from visual inspection of the profiles,

but amoeba was given large ranges over which each parameter could vary to arrive

at whatever was deemed to be the best fit based on the minimization of χ2.

One of the free parameters, A1, the lower limit, was set to be below our Local

Bubble upper limit values, and not allowed to vary. Each subsequent additional

Boltzmann’s A1 was automatically set to the previous Boltzmann’s A2.

y =
A1 − A2

1 + e
x−x0
dx

+ A2. (4.1)
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: The Boltzmann fits to the sodium and calcium data. Plots (a) and (b)
show the sodium and calcium data respectively with one Boltzmann fit. Plots (c) and
(d) show the addition of another Boltzmann fit to the same data. Plots (e) and (f)
show 3 Boltzmann functions fit to the data. Both the 2 and 3 Boltzmann fits failed the
F-test, so the one Boltzmann fit is the most statistically significant solution to the data
for both sodium and calcium.
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When trying to fit a Boltzmann function to the sodium data (Figure 4.7, plots

(a), (c) and (e)), there were two relatively low column density, high S/N data

points that were well below the majority of the other measurements (HD28377

at 210 pc and HD34816 at 330 pc). These two points were forcing amoeba to

make a fit that passes very near the column densities at these points, because

fitting these high-quality points significantly improved the quality of the fit, even

though the majority of the column density measurements were around an order

of magnitude greater. With the inclusion of these points, we felt that amoeba

was unable to return a fit that we felt accurately represented the overall trend

of increasing column density. For this reason they were excluded from the fitting

process, and marked with two black x’s in the sodium plots of Figure 4.7. This

allowed us to obtain much better fits.

Initially each data set was fit with one Boltzmann function, then additional

functions were added to see if we could significantly increase the quality of the fit

while abiding by the rules of the F-test. The results of the fitting routine for the

Boltzmann fits to the sodium and calcium data are shown in Figure 4.7 for 1, 2

and 3 Boltzmann functions. For both the sodium and calcium data, each addition

of a second or third Boltzmann did not significantly improve our model.

While the Boltzmann function might adequately represent the overall trend of

increasing column density, which might be more clearly seen in a less angularly

separated, more densely populated sample, our data seems to be dominated by

the effects of spatial separation and small scale variation.
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4.2.2 Brute Force Method

Since there is no obvious physical motivation for the increase in column density

to behave analytically, we also employed a more brute force method of creating a

monotonic fit.

An array of evenly spaced column densities were created to span the entire

range of column densities in each data set. This array of column density values

was set to increase in log steps of 0.12 cm−2. A distance array was also created,

ranging from 120 parsecs (corresponding to the rough distance of first detection

of ISM absorption at the edge of the Local Bubble) to 500 parsecs and set to

increase in steps of 10 parsecs. Essentially what we have created at this point is a

grid of column densities and distances that we can plot over our column density

profiles.

Using a series of nested for loops, we begin at the first distance value and

start fitting possible data points for our column density array to the first dis-

tance value on our grid. After the program has run through all possible values

of column density for that distance, it moves on to the second distance value.

Now it simultaneously fits column density values to the two distance values with

the requirement that the second column density value is not less that the column

density at the previous distance value. In this way we can guarantee that the fit

will always be monotonically increasing.

The program continues in this fashion, adding new distance values and trying

every column density combination, until is has run through every possible column

density value at each distance in our stand-in distance array, provided that the

fit is always increasing. Every combination of column densities as a function of

distance that are generated by this process is saved as a new array, this makes
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the process very computationally expensive. After the program has created and

saved each possible monotonic fit, a χ2 is evaluated for each possible profile and

the fit with the lowest χ2 corresponds to the best fit to the data. Figure 4.8 shows

the results of this process.

4.3 Volume Densities from the Monotonic Fits

Once a satisfactory monotonic fit is made, a volume density profile can be

calculated to place constraints on the locations of significant increases in absorbing

material. Column densities up until this point have been calculated in log particles

per square centimeter, it is a straightforward calculation to solve for the number

of particles per cubic centimeter if you have information about the distance over

which an increase in column density is taking place. First it is necessary to convert

our sodium and calcium column densities to hydrogen column densities since any

ISM cloud will be predominately composed of hydrogen.

Assuming a solar model for relative abundances of elements, our elements make

up only a tiny fraction of the particle abundances in a typical ISM environment

(sodium: Na⊙
H⊙

= 2.14 ×10−6, calcium: Ca⊙
H⊙

= 2.29 ×10−6, Gray (2005)). A more

careful treatment of sodium resulted in a relation determined by Ferlet et al.

(1985), where they found a linear relation between the abundances of neutral

sodium and hydrogen that exists over three orders of magnitude, especially for

low column densities. Equation 4.2 is a least-squares fit to their logarithmic

correlation between NaI and (HI + H2), where N(NaI) and N(HI + H2) are in

cm−2.

log N(Na I) = 1.04[log N(H I + H2)]− 9.09 (4.2)
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(a)

(b)

Figure 4.8: The brute force monotonic fit to the sodium (a) and calcium (b) data.
Until the first real detection of sodium absorption, the fit was forced to remain at a
column density below the upper limit values for inside the Local Bubble. After ∼120
parsecs, the program was free to test values of column density for each distance value.
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(a) (b)

Figure 4.9: The volume plots of sodium (a) and calcium (b) determined from the
brute force method described in §4.2.2.

Once we have transformed our column densities into hydrogen column den-

sities, we can determine volume densities. This is accomplished by taking the

increase in column density at each data point, and dividing by the distance rep-

resented by each data point. For the monotonic fit, each increase in distance

corresponds to 10 parsecs, while the Boltzmann fit was created from an array of

10,000 elements, so each increase in distance for the Boltzmann fits was only 0.05

parsecs.

4.3.1 Volume Densities from the Brute Force Fits

The volume densities found from the sodium and calcium data are plotted in

Figure 4.9. As of yet, no relationship (similar to the one found by Ferlet) has

been found to relate calcium abundances to total hydrogen abundances, so we

have plotted the total volume density of hydrogen based off of solar abundances.

Regions of high column densities as determined from the brute force monotonic

fit are summarized in Tables 4.1 and 4.2. Time since interaction (TSI) is the

approximate time that an encounter with the cloud might have happened, as
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Table 4.1. Cloud Parameters determined from the Sodium Data

Cloud TSI v n(NaI) n(HI+H2)a

Myr km s−1 cm−3 cm−3

Do 10-11 23 4.25 x 10−9 0.84
Re 12-13 18 5.94 x 10−9 1.13
Mi 18-19 20 2.67 x 10−8 4.92

aCalculated using NaI-HI relationship in Ferlet
et al. (1985)

Table 4.2. Cloud Parameters determined from the Calcium Data

Cloud TSI v n(CaII) n(H)a

Myr km s−1 cm−3 cm−3

Fa 9-10 22 2.28 x 10−9 0.000997
So 14-15 24 2.67 x 10−8 0.0117
La 25-26 22 9.45 x 10−9 0.00412
Ti 32-33 -18 2.81 x 10−8 0.0123

aCalculated using solar abundance of calcium
from Table 16.3 in Gray (2005)

determined from approximate distance to the absorbing material and the current

solar velocity with respect to the LSR obtained from Schönrich et al. (2010). As

we will see in the next chapter, relative ISM-Sun velocities can also have an effect

on the size and shape of the heliosphere, so we estimate velocities for regions of

high column densities by choosing the velocity of the strongest absorber in the

region in which the cloud resides.
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4.3.2 Volume Densities from the Boltzmann Fits

It was clear after the monotonic column density profiles were completed via

the brute force method and the Boltzmann method that the brute force fit was

better able to fit large increases in column density over short distances. Because

of this, we feel that the volume densities derived from the brute force method do

a better job of representing the increases in column densities that we would find

in the ISM. However for completeness, we have plotted volume density profiles

derived from the Boltzmann fits. One thing these volume profiles accomplish that

the brute force volume profiles do not is that these profiles exhibit a slow gradual

increase in volume density, with maximum density occurring at the center of the

cloud. However, the large clouds implied by this method are just not seen in the

data. Both the sodium and calcium monotonic fits suggest the existence of clouds

that are 200 to 300 parsecs in size, and we see too much small scale variation in

the data to support this.

(a) (b)

Figure 4.10: The volume plots of sodium (a) and calcium (b) determined from the
Boltzmann method described in 4.2.1.
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Drawbacks of the Monotonic Profile

One of the downfalls of fitting a monotonically increasing function to the col-

umn density profile is simply that the data is not monotonic. Our spatially sep-

arated sight lines probe different regions in space, and this leads to apparent

decreases in column density with increasing distances. The monotonic fits do

their best to find the average between the low column density measurements and

the high. As a result, the fits end up creating increases in column density that

correspond to no physical cloud in space. The next section explores a different

approach to determining volume densities.

4.4 The Component-by-Component Method

It has been clearly established that our data set is dominated by the effects of

small scale spatial variations across the viewing cone. This is what has made it

difficult to place strong location constraints on large amounts of absorbing mate-

rial and subsequently construct volume densities that we feel accurately reflect the

location and nature of the individual clouds in the Sun’s historical trajectory. An-

other way to derive volume densities as a function of distance involves establishing

where a single absorption component first shows up in the data, and tabulating

every time a component having roughly the same characteristics shows up with

increasing distance. This way we will be documenting component-by-component

increases in column density instead of using a model to infer the locations of large

amounts of ISM.

We started by focusing on the region of the sodium velocity histogram (Figure

3.20) between 14 and 24 km s−1, where we see a large number of ISM components.

It is unlikely that this entire range of velocities is due to the motion of one cloud,



4. Results 92

Table 4.3. Mean Component Parameters determined from the Sodium Data via
the Component-by-Component Method

Cloud Velocity Range Mean v Mean b Mean log n(NaI) Cloud
km s−1 km s−1 km s−1 cm−2 Detections

A 22 - 24 23.02 ± 0.48 1.6 ± 1.1 11.124 ± 0.091 14
B 20 - 22 20.97 ± 0.55 1.54 ± 0.63 10.67 ± 0.61 8
C 18 - 20 18.99 ± 0.46 1.48 ± 0.80 11.28 ± 0.19 5
D 16 - 18 17.10 ± 0.40 2.4 ± 1.4 11.34 ± 0.52 4
E 14 - 16 14.71 ± 0.99 1.20 ± 0.62 10.67 ± 0.20 5

so the region was divided up into five 2 km s−1 bins, for which we found the mean

velocity of components in each bin as well as the mean Doppler parameters and

column densities. While all column densities that resided in these velocity ranges

were included in the mean parameter calculations, components with Doppler pa-

rameters greater than 5 km s−1 were rejected since these were components used

to represent the small amounts of excess absorption from weak, unresolved ISM

clouds. These high Doppler parameters correspond to non-physical ISM temper-

ature and components with these high values were left out of the calculations of

mean cloud parameters. Table 4.3 lists the ranges of each velocity bin chosen in

this process and the mean cloud parameters associated with clouds found within

those ranges. The entire range of ISM component velocities were searched in this

manner, however there were no other components with similar velocities, Doppler

parameters, and column densities that appeared more than 4 times.

Components that fall within the parameter ranges in Table 4.3 are considered

to be detections of the same cloud. Number of detections is listed in the last

column of Table 4.3. Maps of each cloud found via this process are shown in

Figure 4.11.
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Figure 4.11: Map of sodium ISM absorption for the 5 clouds with more than 4
detections as determined via the component-by-component method. Size of symbol is
inversely proportional to distance of sight line, shades of color within each plot cor-
responds to column density. Sight lines marked with a gray symbol correspond to
non-detections. For each cloud, the location of the sight line of the last non-detection
of each cloud is denoted by an “x.”
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Now we can search our sodium data set for the first detection of each cloud.

Once we find the observation that contains the first detection of a particular cloud,

the observation immediately preceding it (with no detection) will give us a lower

limit on distance to the absorbing medium since the absorption must occur after

that star in order to be detected in the next absorption profile.

Cloud A is first detected in the absorption profile for HD28843 at a distance of

131 parsecs. The star immediately preceding it, or the last non-detection of this

cloud, is from HD30020 at a distance of 124 parsecs. We will use the distances

to these two sight lines at the upper and lower distance constraints for Cloud A.

This means that an average log column density increase of 11.124 cm−2 is taking

place over a distance of 7 parsecs. Using once more the neutral sodium to neutral

hydrogen relation from Ferlet et al. (1985), we can calculate the hydrogen number

density for this cloud, and after dividing this value by the distance, we arrive at

a hydrogen volume density for Cloud A of 1.25 cm−3.

Cloud B is first seen in absorption towards HD30020 at a distance of 124 par-

secs. Last non-detection of Cloud B is HD27863 at a distance of 123 parsecs. These

distance constraints imply an average increase in log column density of 10.67 cm−2

in just one parsec, which translates into a column density of 3.24 cm−3.

The Cloud C increase occurs between the last non-detection towards HD28843

at a distance of 131 parsecs and the first detection at HD29554 at a distance of

135 parsecs, separated by 4 parsecs. This leads to a volume density of 3.13 cm−3.

Cloud D must reside between the last non-detection towards HD29554 at a

distance of 135 parsecs and the first detection at HD32468 at a distance of 151 par-

secs, separated by 16 parsecs, resulting in a volume density of 0.89 cm−3.

Cloud E is first seen towards HD28763 at a distance of 123 parsecs and is

not seen in the sight line immediately preceding it: HD29173 at a distance of
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Table 4.4. Summary of Clouds found Via the Component-by-Component
Method

Cloud Constraint n(HI + H2)
parsecs cm−3

A 7 1.218 ± 0.016
B 1 5.46 ± 0.68
C 4 2.05 ± 0.13
D 16 0.651 ± 0.028
E 4 0.9867 ± 0.0088

119 parsecs. This means the increase must occur over 4 parsecs, which leads to a

volume density of 0.81 cm−3.

We have calculated the distance constraints on our clouds without incorporat-

ing the errors in stellar distances. For some of these clouds, the lower error bar on

the upper distance constraint actually brings the upper distance constraint nearer

to the Sun than the star we are using as a lower distance constraint. In some cases,

this could effectively change the distance order of our upper and lower distance

constraints of our clouds. In almost all cases (except for possibly Clouds C and

E, which each have a last non-detection that is spatially separated from the other

sight lines with detections) we are relatively safe in the assertion that the upper

distance constraint we have used does lie beyond the lower distance constraint,

simply based on where we see the absorption. In a way this information serves to

reduce the error bars on the stellar distance measurements. However, the distance

errors do mean that distances between these stars could be much less than one

parsec or as great as the total range in errors for the two stars used as distance

constraints. This will also have an effect on the actual volume densities of these

clouds. The errors on volume density were calculated by propagating the errors
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from the observation of each component with the highest precision measurement

of the column density.

(a) (b)

Figure 4.12: Plot (a) shows the volume density profile as determined from the
component-by-component method. Colors match the maps of sight lines that probe
each cloud shown in Figure 4.11. Plot (b) shows a close-up of the region surrounding
the edge of the Local Bubble.

Note

An important caveat must be mentioned here. The volume densities calculated

in this chapter by any method are necessarily lower limits on volume density

for each cloud. Since we lack any information on the internal structure of the

ISM between two distance measurements, we could be looking at a cloud thats

fills the entire distance between the two stars (which is what is assumed here,

giving us a lower limit on the density) or we could be looking at mostly empty

space between the two stars, where an intervening cloud takes up only a tiny

fraction of the distance. If the latter were the case, the cloud would have a much

higher density than calculated here, due to the fact that the same amount of

material is compressed into a smaller volume instead of being stretched between

two stars. Since it is unlikely that these ISM clouds are taking up the entire

volume between the stars, it is very possible that each cloud is smaller than these
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distance constraints, and in turn possess higher volume densities which, as we will

soon see, have a greater effect on the compression of the heliosphere.



Chapter 5

Discussion

In Chapter 4 we discovered multiple ways to determine the size, location,

and volume densities of general trends of increasing ISM as well as individual

clouds. In this chapter we will explore what these results mean for our historical

heliosphere. We can use the volume densities of theses clouds, along with their

velocities to determine what sort of effect individual clouds would have on the

size of our heliosphere, while the locations of these clouds will tell us when in

our history we would have encountered such a cloud. Also in this chapter we will

address the relationship between size of the heliosphere and GCR flux at 1 AU.

5.1 Heliosphere Size

It’s been postulated (Frisch 2004; Florinski et al. 2003a) and extensively mod-

eled (Müller et al. 2009; Zank & Frisch 1999) that different interstellar environ-

ments may produce a change in the parameters of the heliosphere as well as dictate

the filtering of specific ions and neutral particles as they propagate inwards to-

wards the planets.

The sensitivity of the heliospheric variations in response to encounters with

ISM clouds has been modeled by Müller et al. (2006) where they tested the helio-

spheric response to a range of low-density interstellar boundary conditions probing

various combinations of possible ISM environments: densities ranging from 0.005
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to 15 cm−3, ionizations up to 100% and Sun-cloud velocities up to 100 km s−1.

Among the results of their 27 different models, the most striking variation was

seen in the size of the heliosphere.

One of the major results of Müller’s modeling was the development of corre-

lations between the positions of the three major constituents of the heliosphere.

The entire system is required to be pressure balanced so the point where the ISM

and solar flows meet and divert from each other can be determined from combin-

ing the thermal (nkT ) and ram (ρv2) contributions to the pressures for both the

ISM and solar wind (Holzer 1989).

The distance to this pressure balance on the stagnation axis at the point of

the heliopause is calculated under Rankine-Hugoniot shock conditions, which are

a set of conservations laws in magnetohydrodynamics that govern how an ideal

gas operates under adiabatic conditions at an abrupt change such as a shock. It is

also assumed that the material inside the heliosheath is incompressible, and that

the two plasmas (ISM and SW) residing inside the heliosheath do not cross the

heliopause and mix with one another (Suess & Nerney 1990).

rHP = r0

�
ρ1v2SW
PISM

�
1− v2

ISM

v2
SW

�5/4

(5.1)

In Equation 5.1, ρ1 and vSW are the mass density and the velocity of the

solar wind. PISM is the total interstellar pressure which in a supersonic ISM is

dominated by the ram pressure. r0 is a product of the theoretical calculations,

and is a fit between model results and calculated values of rHP , which yield a

result of 1.70 AU for r0 (Müller et al. 2009).

Müller’s equations also make the distinction between the plasma and neutral

contribution to the ISM pressures. Unfortunately both of the methods we used
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[20] We also note that Parker’s spiral field and its exten-
sion beyond the termination shock in the polar region
produces an extraordinary large diffusion coefficient. To
remedy the situation, we add the Jokipii-Kota modified field
[Jokipii and Kota, 1989; Jokipii et al., 1995] to the system
of magnetic field equations (10)–(12). On assuming that the
fluctuating field only has a f component, it is easy to show
(Appendix A) that its amplitude is described by the same
equation as Bf [Florinski, 2001], i.e.,

@Bm

@t
þ @ uBmð Þ

@x
þ @ wBmð Þ

@z
¼ 0: ð20Þ

We assume that Bm = 0.2 Br and is independent of q and f at
1 AU. The total field B2 in equation (17) is computed
according to

B2 ¼ B2
x þ B2

z þ B2
f þ B2

m: ð21Þ

It should be understood that the modified field is still part of
the ‘‘regular’’ magnetic field B and not part of the turbulent
field which is described by A and lc.
[21] We begin with the interstellar spectrum at the external

boundary by approximating the spectrum obtained by Ip and
Axford [1985], which was based on primordial (supernova
shock-accelerated) particle propagation in the galaxy subject
to ionization losses. The spectra asymptotically decreases as
p%4.7 at high energies and approaches a constant at low
energy. The normalization was chosen such that the spec-
trum fits the BESS balloon measurements [Sanuki et al.,
2000] at the highest energy that we consider (10 GeV), for
which no heliospheric modulation is expected.
[22] The transport equation (16) is solved on the polar

grid using the fully implicit alternating direction (ADI)
method [Florinski, 2001]. The method was also used by
Florinski and Jokipii [1999] in the context of a local self-
consistent GCR heliospheric model. We use a zero gradient
inner boundary condition for the cosmic rays, which can be
shown to give similar results to a reflecting (i.e., zero
streaming flux) condition. We assume that no modulation
occurs at the highest energies (10 GeV) and therefore keep
the intensity fixed at the upper momentum boundary. At low
energies, we assume particles below (10 MeV) are unable to
enter the heliosphere, given their short diffusion length.
Accordingly, we set f = 0 at this momentum boundary.

3. Model Results

[23] In this paper we present results obtained for the
meridional half-plane f = 0. Preliminary results have been
published by Florinski et al. [2003]. We plan to report the
results for other cross-sections in a future publication. The
simulation grid extended 400 cells from 10 to 1000 AU,
using a variable radial spacing in the range between 0.8 and
5.7 AU, while the angular direction q contained 100 cells
between 0 and 180!. The momentum interval contained 170
points, logarithmically spaced between 10 MeVand 10 GeV.

3.1. Heliospheric Structure, Magnetic Field,
and Diffusion

[24] Figures 1 and 2 show the general heliospheric plasma
interface structure for the case without interstellar neutral

atoms and with neutral atoms included, respectively. The
general structure and the effects of neutrals are very well
known [see, e.g., Baranov and Malama, 1993; Pauls et al.,
1995; Zank et al., 1996b; Müller et al., 2000] and will not
be discussed here. However, since fundamental structural
differences exist between heliospheric models with and
without neutrals included, we point out below how these
differences can affect cosmic-ray propagation.
[25] The inclusion of neutrals self-consistently in helio-

spheric models reduces the size of the solar cavity
compared with plasma-only models. This effect is almost
entirely caused by the removal of momentum from the
supersonic solar wind by charge exchange. For the
parameters chosen, comparison of Figures 1 and 2 shows
that the termination shock moves inward from 165 to
100 AU in the upwind direction; the stagnation point on
the heliopause moves in from 255 to 165 AU, and the
bow shock is accordingly located closer to the Sun (220
AU versus 360 AU without neutrals). As shown below,
cosmic-ray modulation occurs only in the heliosphere
(the region bounded by the heliopause). This implies a

Figure 1. Logarithm of the plasma number density and
plasma flow streamlines (top panel) and logarithm of the
plasma temperature (bottom panel) for the case without
neutral atoms.
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significant reduction in the modulation cavity size. Since
the supersonic solar wind is decelerated by charge
exchange, the cooling rate, which is proportional to
r ! u, may be expected to be smaller when neutrals
are included. Finally, the heliosphere contracts in the tail
region also, due to cooling of the shocked solar wind by
charge exchange, thus reducing the thermal pressure
supporting the heliopause. This cooling is apparent in
the temperature plot of Figure 2. Combined with the
deceleration by charge exchange, the tail flow is more
convergent with neutrals, which leads to acceleration of
the GCR to higher energies. We briefly discuss this effect
in section 5.
[26] Figure 3 shows the three components, Bx, Bz, and Bf,

of both the interstellar and heliospheric magnetic fields for
the neutrals case. Since the interstellar field is aligned with
the flow direction, we have Bf = 0 in the LISM. Conversely,
the heliospheric field in the meridional plane is almost
entirely in the f direction. The transition between the fields
is apparent along the heliopause. The sawtooth shape is
produced by the algorithm that separates the two fields
(heliopause detection) and the granularity of the polar grid.
The interstellar field is seen to be amplified in the outer
heliosheath past the bow shock transition and approaching
the stagnation point.
[27] One important feature of the interaction shown in

Figure 3 is the existence of a region with a highly amplified
heliospheric magnetic field (‘‘magnetic wall’’) in the inner
heliosheath. The Bf component is amplified near the stag-
nation point due to the flow deceleration (‘‘Axford-Cran-
fill’’ effect) and is then convected to higher latitudes [see
Nerney et al., 1993; Washimi and Tanaka, 1996; Linde et
al., 1998; Zank, 1999]. While the increased magnetic
pressure has no effect on the flow due to the kinematic
approximation used here, the increased magnetic field will
affect the diffusion coefficients and thus the cosmic-ray
transport.
[28] The dependence of the heliospheric magnetic field

on the radial distance is shown in Figure 4. Again, only
the case with the charge exchange is shown. We transform
the x- and z- magnetic field components to the spherical
components Br and Bq in the frame with the solar axis
aligned with the z-direction, which have more explicit
physical meaning in the solar wind. Note that for the
polar plane, Bf corresponds to the f- component of Parker
spiral. The third spherical component, Bq, is not shown
because it is generally very small. Figure 4 shows that Br

decreases exactly as r"2, as expected, since the charge
exchange in the supersonic wind has no effect on it in the
meridional plane (this is not the case for other cross-
sections). Br does not change across the shock at 0 and
180! but undergoes a small jump at 90!, where the shock
normal is not aligned with the radial direction. However,
the Bf component does not follow r"1 law upstream of the
TS exactly, due to the charge-exchange induced deceler-
ation of the solar wind. This field then undergoes a jump
at the shock by a factor of 4 and continues to increase
with radial distance eventually forming a magnetic wall in
the upwind and the crosswind directions. The ‘‘height’’ of
the wall is only a factor of 2 different at 0 and 90!. We
emphasize here that the magnetic field at 90! on the
heliopause is an extension of the equatorial field that is

Figure 2. Logarithm of the plasma number density and
plasma flow streamlines (top panel), neutral hydrogen
number density, showing the hydrogen wall in the outer
heliosheath (middle panel) and logarithm of the plasma
temperature (bottom panel) with neutrals included.

SSH 1 - 6 FLORINSKI ET AL.: GCR TRANSPORT IN GLOBAL HELIOSPHERE

(b)

Figure 5.1: Models of the heliosphere embedded in an ISM cloud with no neutrals
(a), and with the inclusion of neutrals (b). From Florinski et al. (2003b)

for translating our sodium and calcium column densities into hydrogen densities

yield no information about the fraction of ionized hydrogen in our clouds. Using

the solar model resulted in an total hydrogen density while the relation in Ferlet

et al. (1985) yielded a total neutral hydrogen density which included diatomic

hydrogen. This might not be a trivial deviation from what the equations are

meant for. Florinski et al. (2003b) model a heliosphere embedded in an ISM

cloud completely devoid of neutral particles. They found that the inclusion of

ISM neutral hydrogen reduced the heliosphere by 60%. Figure 5.1 shows the two

cases from this study. The difference is similar to the environment of the Local

Bubble (which is relatively devoid of ISM neutrals) and the environment of a

CNM cloud.

Granted we do have information about neutral hydrogen and we are safe in the

assumption that the majority of hydrogen in these clouds will reside in this state,

but the addition of H2 or our lack of knowledge about the fractional ionization

of hydrogen in these clouds might lead to errors in our calculated extent of the
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heliosphere components based on these equations.

In addition to empirically determining the distance to the heliopause, Müller

et al. (2006) also found a strong correlation in the position of the termination and

bow shocks with respect to the heliopause. Because the whole system is pressure

balanced, the position of the termination shock is coupled to the heliopause via

the linear relation:

rHP = (1.40± 0.03)rTS. (5.2)

and the bow shock:

rBS = (1.95± 0.05)rHP . (5.3)

5.1.1 Historical Heliospheric Response

When calculating the heliospheric response to our clouds, we have adopted the

same solar wind parameters used by Müller et al. (2006) in his parametric study.

At 1 AU from the Sun, the solar wind is assumed to be independent of longi-

tude, latitude and time, with values of 5.0 cm−3 for plasma density, a temperature

of 100,000 K and a radial velocity of 400 km s−1. These values, along with con-

temporary measurements for the CISM (v = 26.3 km s−1, T ∼ 6300 ± 340 K)

place the current distance to the termination shock at 99 AU in the upwind di-

rection (into the ISM flow vector) and 216 AU in the downwind direction. The

heliopause resides at 148 AU, and as the LISM in the Local Bubble is supersonic,

a bow shock forms at 285 AU in the upwind direction (Müller et al. 2009).

We have finally arrived at the point where we may begin to reconstruct our

heliospheric history. Since we feel that the component by component method for
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Table 5.1. Heliosphere Parameters determined from the Sodium Data

Cloud TS (AU) HP (AU) BS (AU)

A 40.45 ± 0.89 56.64 ± 0.37 110.4 ± 2.8
B 20.73 ± 0.45 29.0 ± 2.0 56.6 ± 1.5
C 36.98 ± 0.81 51.8 ± 1.7 100.9 ± 2.6
D 72.1 ± 1.6 101.0 ± 2.3 197.0 ± 5.1
E 64.9 ± 1.4 90.87 ± 0.40 177.2 ± 4.5
Sa 99 148 285

aContemporary heliosphere boundaries from
Müller et al. (2009).

determining volume densities described in §4.4 did the the best job at locating and

reconstructing ISM density profiles, we will calculate the heliosphere size based

on these clouds. Table 5.1 lists our calculated heliosphere sizes when the Sun was

passing through each of the clouds detected.

Each time the Sun passed through one of these clouds, its heliosphere suffered

a significant decrease in size. At its greatest reduction due to Cloud B, the termi-

nation shock lies very near to Uranus’ distance from the Sun assuming that the

ISM flow vector is in the plane of the ecliptic. If the ISM was streaming towards

the Sun at an angle above or below the ecliptic, the reduction would not be as

great near the planets since the point of greatest compression will occur along the

stagnation axis.

When the Sun was passing through Cloud B, Uranus was likely spending part

of its orbit outside the termination shock and inside the inner heliosheath. Here

Uranus was probably subject to the higher thermal plasma velocities thought to

exist downwind of the heliopause as well as a higher GCR flux and energetic par-

ticles in this region. During this same time, Neptune would have likely crossed
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the heliopause during its orbit where it would have spent some time in the outer

heliosheath’s shocked ISM material. Also in this region it would have encoun-

tered a high number density of interstellar neutrals found in the neutral hydrogen

wall downwind of the bow shock. A planet moving through this region would

likely experience increased dust deposition on its surface and also be subject to

atmospheric drag (Yeghikyan & Fahr 2004a).

Based on the information we have, none of the clouds in our data have the

ability to compress the heliosphere to within one AU. Such a cloud would have

to possess a density of ∼1500 cm−3 or have a relative Sun-ISM velocity of 354

km s−1 to have such a dramatic effect (Müller et al. 2006). These values come

directly from a simple evaluation of the empirical relationships, a more thorough

evaluation would have to consider other physical processes which might come into

play at such extreme compressions of the heliosphere (Yeghikyan & Fahr 2004b).

However, it still is possible that a cloud possessing such a density could have

passed over the heliosphere at some point since our densities derived in Chapter

4 are lower limits on the density.

While the heliosphere remains well outside of Earth’s orbit for our encounters,

there will still probably have been an appreciable change in the particle environ-

ment of the inner solar system. At the distance of Jupiter’s orbit, the ratio of ISM

neutrals to solar wind ions depends greatly on ISM velocity and density. Models

from (Müller et al. 2006) show the ratio ranging greatly from between 7% and 25%

for the current solar galactic environment and up to 120% when the termination

shock is at Saturn’s orbit.



5. Discussion 104

5.1.2 Cosmic Ray Modulation

The size of the heliosphere as well as the particle environment inside the ter-

mination shock will affect the propagation of GCRs across each of the heliosphere

boundaries. Müller et al. (2006) makes use of the self-consistent model developed

by Florinski et al. (2003a) that includes the three principle species of particles

found in the ISM: interstellar ions, neutrals, and GCRs to calculate the modula-

tion of cosmic rays in their ISM environment models.

The derivation of the cosmic ray transport model is complicated, so a com-

parison to the GCR spectra based on calculations made by Müller et al. (2006) is

what will be discussed here. The reader is referred to Florinski et al. (2003a) and

Florinski & Zank (2006) for a more complete description of the GCR transport

model.

Müller calculates the GCR modulation for three of his models. Figure 5.2

show’s Müller’s computed high-energy proton spectra for each of these models.

In each case, he also makes the distinction between the effects on the modulation

from the two main sources of GCR modulation: by the heliosheath (I) and by the

solar wind (II). Model 1 corresponds to the heliosphere being placed in a hot, low

density, ionized environment, much like the conditions inside the Local Bubble

(T= 1.26 × 106 K, ntot = 0.05 cm−3, nH0 = 0.05 cm−3). Model 10 was meant

to mimic the contemporary environment of the Sun surrounded by a cloud much

like the local interstellar cloud (T= 8000 K, ntot = 0.24 cm−3, nH0 = 0.14 cm−3).

Model 15 was meant to model the encounter of the Sun with a cool, neutral,

dense ISM cloud (T= 100 K, ntot = 11.15 cm−3, nH0 = 11.0 cm−3). Each of

the neutral hydrogen number densities calculated for our clouds are between the

number densities for models 10 and 15, so we expect the GCR modulation of the
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Figure 5.2: The high-energy proton GCR spectra for three models developed by Müller
et al. (2006). The left-hand side shows the GCR flux at 1 AU, while the right shows the
GCR flux just beyond the termination shock. Model 1 represents the heliosphere em-
bedded in Local Bubble ISM, model 10 represents the contemporary circumheliospheric
ISM, and model 15 represents an encounter with a high-density cloud.

heliosphere in our clouds to lie some where between these two.

The plots only show the high-energy region for cosmic rays since most of the

low energy cosmic rays (T less that 10 Mev) are modulated out due to the solar

wind (Bobik et al. 2010). The plot on the right side of 5.2 shows the GCR spectra

right outside the termination shock for each ISM environment and each diffusion

model. The plot on the left shows the same spectra at 1 AU. For an encounter

with a cold dense ISM cloud like the one in model 15, we can see the number of

102 MeV GCRs increases by over an order of magnitude. This separation grows

with increasing energies.



Chapter 6

Conclusions

About 9-12 million years ago, the Sun passed through a number of warm,

neutral ISM clouds before it transitioned into the relatively empty and high tem-

perature Local Bubble cavity. During this time, the heliosphere would have un-

dergone changes due to the changing boundary conditions imposed on it by the

surrounding ISM. This work has focused on the effect of an increase of neutral

hydrogen number density of the size of the heliosphere.

6.1 Summary of Results

We find that during this transitionary period, the termination shock occa-

sionally crossed Neptune’s orbit, and in one case possibly moved within Uranus’

orbit. During these times, Uranus and Neptune were spending part of their orbit

in shocked solar wind, and Neptune even crossed over the heliopause into shocked

LISM material. In this region Neptune would have been subject to a high number

density of neutral ISM particles found in the hydrogen wall as well as experience

an increased number of charged particles found throughout the heliosheath.

Based on our calculations, none of the clouds we have detected within our

recent solar history have had the densities or velocities required to compress the

heliosphere to within 1 AU. Comparing our number densities to the GCR modu-

lation effects calculated for ISM conditions modeled by Müller suggests that there
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could have been an increase in the GCR flux at Earth by as much as an order of

magnitude for the highest energy GCRs.

There is the possibility that a dense cloud might have passed over the helio-

sphere in our past and would have not been detected in this study. We have only

been able to measure a clouds radial velocity, we have not considered a cloud’s

possible transverse velocity. This opens the possibility that a cloud we might

have encountered in the past might have moved out of our Sun’s past trajectory

entirely. This also means that some of the clouds we detect in this path were not

there when the Sun was moving through the region.

It is unknown whether or not evidence of an increase in the GCR flux sug-

gested here could be found in Earth’s geologic record. If we had experienced a

heliosphere compression to within 1 AU, the consequences might have been very

easily recognized. Such a removal of the heliosphere would have meant that the

GCR flux at Earth would be the same as in the Local Bubble, and this dramatic

increase could manifest itself in a large 10Be increase in our geologic record.

6.2 Future Work

The component-by-component method would benefit greatly from higher res-

olution observations which would allow us to more easily distinguish absorption

components from different clouds and reduce the information lost due to blending

in the lower resolution observations.

6.2.1 The Literal Future

Data has been obtained for the same analysis to be completed for ISM clouds

in the Sun’s immediate path, again out to a distance of 500 parsecs. This will be
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especially interesting since the solar system has already begun to transition out

of the LIC where it will spend some time in the hot Local Bubble environment

before moving into the G Cloud. As we have seen, these cloudlets in the ISM lack

the densities required to be of much interest when looking for drastic changes in

the size of the heliosphere, but we should be able to look ahead to the time when

the Sun will be exiting the Local Bubble and search for heliosphere-compressing

clouds there.
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